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#### Abstract

In this research, a new method named $\delta$ to solve non-linear constrained and un constrained optimal control problems for trajectory optimization was proposed. The main objective of this method was defined as solving optimal control problems by the combination of the orthogonal functions, the heuristic optimization techniques, and the principles of optimal control theory. Three orthogonal functions Fourier, Chebyshev, and Legendre were considered to approximate the control variables. Also, GA-PSO and imperialist competition algorithms were considered as heuristic optimization techniques. Moreover, the motivation of the mentioned method belonged to a novel combination of zero Hamiltonian in the optimal control theory, optimality conditions, and newly proposed criteria. Furthermore, lunar landing, asteroid rendezvous, and low-thrust orbital transfer with respect to minimumtime and minimum-fuel criteria were investigated to show the ability of the proposed method in regard to constrained and un constrained optimal control problems. Results demonstrated that the $\delta$ method has high accuracy in the optimal control theory for non-linear problems. Hence, the $\delta$ method allows space trajectory and mission designers to solve optimal control problems with a simple and precise method for future works and studies.
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## INTRODUCTION

Solving optimal control problems for achieving optimal trajectories was the main focus of many studies up to now. Three steps of solving trajectory optimization problems were classified as mathematical modeling, defining the main criterion, and proposing the method of solving. In this way, one of the most important parts of the mentioned steps was the approach of achieving the optimal solutions regarding the introduction of a precise method. Hence, various methods to solve the optimal control problems were presented with respect to direct, indirect, and the combination of direct and indirect methods in the optimal control theory (Ben-Asher 2010; Chen and Tang 2018; Han et al. 2019; Naidu 2003; Shirazi et al. 2018). In this study, a combination of direct and indirect optimal control methods was demonstrated. The main contribution of this work belonged to introducing the precise approximation of optimal control by heuristic optimization techniques and orthogonal functions. Regarding the approximation of the optimal control, new augmented criteria based on the optimal control theory were introduced to minimize by optimization techniques. The mentioned augmented criteria was named by the different indices of $\delta$ that belonged to the optimal control

[^0]theory. The main criterion (such as minimum-time or minimum-fuel) was added by new criteria introduced by $\delta$ based on the necessary and sufficient conditions in the optimal control theory to improve the precision and simple achievement of the results. However, another reference that review in the bellow didn't consider it. From a different point of view, the introduced method in this work was an open-loop optimal control.

Some research including direct methods. Dynamic programming was one of the basic direct methods to solve optimal control problems (Kirk and Demetry 1971). In this way, collocation discretization regarding the fractional diffusion equation was proposed (Li and Zhou 2019). In Li and Zhou (2019) the necessary optimality condition was derived; however, in this work, necessary and sufficient conditions were studied. Moreover, in Fuica (2019), an artificial bee colony and direct collocation method were proposed for reentry trajectory optimization. The control variables were discretized at a set of Legendre-Gauss collocation points and are optimized with the ABC approach. However, discretization of the optimal control variable caused complicated processes and the current method of this study approximated the optimal control without discretization. Also, Fuica (2019) investigated a new method where the control variables belonged to the regular Borel measures as the posterior error estimator. Discretization of the control variable and the approximation of the state equations were studied. In comparison to this research and Ross (2019), it should be noted that the current research only approximated the optimal control and didn't depend on the approximation of state equations.

Other studies were devoted to indirect methods and their combinations with direct methods. In 2019, a zero-Hamilton ian $(H=0)$, from optimal control theory to achieve an indirect method for the trajectory optimization of non-linear problems, was considered in Ross (2019). Furthermore, Sobolev and Lebesgue considered weighted spaces in the horizon optimal control problems by other mathematical approaches such as Legendre and Chebyshev polynomials in Braun et al. (2016) and Lykina and Pickenhain (2017). Also, Fourier series, Chebyshev and Legendre polynomials were compared for trajectory optimization of minimum-time and minimum-effort based on the non-constrained optimal control problems Shafieenejad and Novinzadeh (2010) and Shafieenejad et al. (2014). However, this study considered minimum-fuel based on the on-off optimal controls for non-linear constraint problems. Pontani et al. (2014) investigated trajectory optimization of a spacecraft by the variable timedomain and minimization of the second differential of minimum-time criterion. Hence, Pontani et al. (2014) studied two case studies as lunar ascent/descent and circular coplanar transfer regarding indirect methods. Furthermore, Ross (2015) introduced the modern viewpoint of the co-vector mapping principle which connected the missing link between the traditional directlindirect approaches, this viewpoint had also been noted in Shirazi et al. (2018).

One of the main applications of the optimal control theory for optimal trajectory designing was the minimum-fuel criterion which usually causes bang-bang (on-off) controls. Also, bang-bang constrained controls in the optimal control problems led to the complicated non-linear problems referring to the bounded controls (Binfeng et al. 2019; Chen et al. 2018; Kumar et al. 2018; Yan and Zhu 2015; Zhu et al. 2017). In this way, a time-stepping method by discontinu ous Galerkin method was investigated by Henriques et al. (2017a; b). In Henriques' studies, the pseudo-spectral method was enhanced in the bang-bang optimal control problems with the orthogonal functions as sub-optimal solutions. Moreover, optimal control with chattering controls was addressed. Also, in Henrion et al. (2019) a new method based on avoiding discontinuities regarding the antistrophic parameterized measures with chattering control was proposed. From another point of view, bang-bang controls had many applications for optimal orbital transfers with respect to the minimum-fuel consumption. An ephemeris model for short and long orbital transfer to the Moon was investigated regarding initial guesses method, however, dependency of methods in initial guesses is not suitable for the optimal control methods (Shafieenejad et al. 2015). In this way, one of the advantages of this study belonged to the independence of the proposed $\delta$ method to the initial guesses.

Many trajectory optimization problems were categorized in space missions based on the impulsive orbital transfers and lowthrust orbital transfers to the Geosynchronous Earth Orbit (GEO), Moon, and asteroids (AlandiHallaj and Assadian 2019; Lunghi 2017; Udupa et al. 2018). So, a rendezvous maneuver regarding multiple missions was addressed regarding the impulsive lowthruster (Gao et al. 2019). Gao et al. (2019) focused on obtaining solutions by a shape-based polynomial for an optimal low-thrust trajectory. Also, a new method was proposed for a sub-optimal trajectory optimization to investigate an orbital transfer to an asteroid by low-thrust transfer (Bazzocchi and Emami 2018). In this way, Bazzochi applied the genetic algorithm to introduce a new method regarding global optimization. Moreover, in Quarta and Mengali (2019) a semi-analytical method for orbital transfer
was proposed based on the magnitude of the velocity without any changes in directions. Further, a GA was applied to achieve the minimum changes in the magnitude of velocity. Furthermore, a new method by global optimization technique as GA was proposed to avoid an initial population with several initial guesses (Mohammadi and Naghash 2019). It should be noted, different space missions such as constraint and non-constrained Lunar landing, rendezvous, and low-thrust orbital transfer for different criteria were studied by the proposed method without any initial guesses and optimal control and state equations discretization.

Open-loop and closed-loop methods were two different branches of the optimal control theory. Closed-loop optimal controls were robust against disturbances, however, the open-loop optimal controls were sensitive to the disturbances. Also, the model predictive control could enhance the ability of the system against unknown disturbances. The mentioned method in this research belonged to the open-loop branch of optimal control theory. It should be noted that, usually, to introduce the closed-loop optimal control, first, the open-loop optimal control theory was studied (Naidu 2003). In this way, the application of artificial intelligence and robust methods were studied in the references. In Chai et al. (2021) the problem of trajectory optimization for autonomous ground vehicles with the consideration of irregularly placed on-road obstacles and multiple maneuver phases were studied by introducing a series of event sequences. Also, fast trajectory planning by reinforcement learning in an unknown environment was studied in Chai et al. (2022a). The application of neural networks to predict the optimal control for the autonomous motion of ground vehicles regarding parking maneuvers was studied by Chai et al. (2022b) in. In this way, Chai et al. (2022c) see the other reference for deep learning trajectory planning and control for autonomous ground vehicles . In Chai et al. (2022d), optimal time-varying with system constraints and considering disturbances for attitude tracking of a spacecraft was demonstrated. The optimal control in Chai et al. (2022d) was established by introducing a non-linear robust model predictive control and a dual-loop cascade tracking control framework. Also, the other reference was suggested for model predictive control for a reentry vehicle in Chai et al. (2022e).

In this work, a new method will be introduced as a $\delta$ method with combination characters of direct and indirect methods. First, this article that follows introduces $\delta$ method for optimal control problems regarding optimal control theory, orthogonal functions, and GA-PSO, and Imperialist Competition Algorithm (ICA) optimization techniques. Next, two non-linear problems in space trajectory optimization, the Lunar landing and the asteroid rendezvous are studied. Finally, a low-thrust orbital transfer is investigated regarding minimum-time and minimum-fuel criteria. Minimum-fuel criterion is considered a constrained problem with constant thrust magnitude and multiple on-off optimal controls. Emphasizing on the minimum-time and minimum-fuel criteria and different space missions show the ability of this method for different types of optimal control problems.

## BRIEF INTRODUCTION TO OPTIMAL CONTROL THEORY

Optimal Control Problems lead to solving a system of first-order differential equations (Eq. 1). The main goal of the mentioned equations is deriving an optimal control $\mathbf{u}(t)$ to reduce a cost function.

$$
\begin{equation*}
\dot{x}=\chi(x(t), u(t), t) \tag{1}
\end{equation*}
$$

where $x(t)$ is the state vector. Therefore, the main cost function $J_{m}$ is demonstrated by Eq. 2:

$$
\begin{equation*}
J_{m}=\int_{0}^{t_{f}} \quad \vartheta(x(t), u(t), t) d t+\phi\left(x\left(t_{f}\right)\right) \tag{2}
\end{equation*}
$$

In the equation above, $\phi\left(x\left(t_{f}\right)\right)$ is the final condition of the main cost function. With respect to the optimal control theory, Hamiltonian of the system in Eq. 1 is introduced by Eq. 3.

$$
\begin{equation*}
H=\vartheta(x(t), u(t), t)+\lambda(t) \chi(t) \tag{3}
\end{equation*}
$$

$\lambda(t)$ is considered as the co-state vector and achieved as (Eq. 4):

$$
\begin{equation*}
\dot{\lambda}(t)=\frac{-\partial H}{\partial x(t)} \tag{4}
\end{equation*}
$$

Also, the optimality condition regarding the Hamiltonian of the system is introduced in Eq. 5 (Naidu 2003).

$$
\begin{equation*}
\frac{\partial H}{\partial u(t)}=0 \tag{5}
\end{equation*}
$$

Optimal control problems with non-differentiating control functions (constrained control) cover a wide range of optimal trajectory designing. Also, some of the constrained optimal control problems are called "bang-bang" because of the on-off control functions. Hence, optimal control $u(t)$ is obtained with respect to satisfying the following inequality (Eq. 6).

$$
\begin{equation*}
H\left(x^{*}(t), \lambda^{*}(t), u^{*}(t), t\right) \leq H\left(x^{*}(t), \lambda^{*}(t), u(t), t\right) \tag{6}
\end{equation*}
$$

$H(t)$ is the Hamiltonian function and $x(t), \lambda(t), u(t)$ are states, co-states, and optimal controls respectively. Also, '*' is referred to as the optimal parameter. Since $u(t)$ is discrete in the bang-bang problems, the optimality condition $\partial H /(\partial u(t))=0$ cannot be used. So, $u(t)$ is considered by Eq. 7 .

$$
\begin{equation*}
u(t)=u^{*}(t)=\left\{u_{\min } \zeta_{s}(t) \succ 0 u_{\max } \zeta_{s}(t) \prec 0\right. \tag{7}
\end{equation*}
$$

The sign of switch function $\zeta_{s}(t)$ has an important role in the bang-bang problems.

## METHOD

In the $\delta$ method proposed in this study, a combination of direct and indirect optimal control methods was considered. In the mentioned method, the precise approximation of optimal control by heuristic optimization techniques and orthogonal functions is introduced. Regarding the approximation of the optimal control, new augmented criteria based on the optimal control theory were introduced to minimize by the optimization techniques. The mentioned augmented criteria were named by the different indices of $\delta$ that belonged to the optimal control theory. The main criterion (such as minimum-time or minimum-fuel) was added by new criteria introduced by $\delta$ based on the necessary and sufficient conditions in the optimal control theory to improve the precision and simple achievement of the results.

In the proposed $\delta$ method, switch function is considered through orthogonal functions by Eq. 8:

$$
\begin{equation*}
f_{s}(t)=\sum_{i=1}^{N} \quad \pi_{i} \zeta_{i}(t) \tag{8}
\end{equation*}
$$

where $\zeta_{i}(t)$ and $\pi_{i}$ are the orthogonal functions and multipliers of the estimated switch function respectively. Switch function $f_{\mathrm{s}}$ can be achieved regarding optimal determining $\zeta_{i}(t)$ and $v$, where $i$ is the index of the components. Heuristic optimizer determines the optimal multipliers $\pi_{i}$ for the best $f_{s}(t)$. Also, based on the positive or negative value of $f_{s}(t)$, control variable $u^{*}(t)$ is achieved.

When $f_{s}(t)$ (switch function) and $u^{*}(t)$ (optimal control) are approximated by the orthogonal functions, states and co-states $d x / d t(t)=(\partial H(t)) /(\partial \lambda(t)),(\lambda) / d t(t)=-(\partial H(t)) /(\partial x(t))$ could be integrated with respect to initial conditions. An augmented cost function (see Eq. 9) is defined based on the terminal conditions and states at the end of the trajectory.

$$
\begin{equation*}
J_{a}=\sum_{j=1}^{M} \quad \frac{k_{j}}{2}\left[x^{j}{ }_{\text {nominal }}(t)-x^{j}(t)\right]_{t_{f}}^{2} \tag{9}
\end{equation*}
$$

where $j$ is the index of terminal conditions and $k$ is the weight coefficients. Hence, the optimizer minimize the $J_{a}$ and the finalconditions are satisfied.

The main cost function $J_{m}$ (such as minimum-time or minimum-fuel), augmented cost function $J_{a}$ (Eq. 9) that belongs to the satisfaction of state equations at the end) will be obtained. Next, criteria $\delta$ from $\delta$ method, will be explained to construct the total cost function $J_{\text {total }}$.

Main process of $\delta$ method to solve optimal control problems is considered via powerful heuristic optimizers. Regarding Fig. 1, optimizer chooses a suitable switch function through the best $\pi_{i}$ which has reduced $J_{\text {total }}$. This process is continued through iterative loop of optimizer to reduce $J_{\text {total }}$.


Figure 1. $\delta$ method main algorithm.
Components of criteria $\delta$ are explained step by step in the following (Eq. 10).
First, $\delta_{S}^{H}$ is defined in be low equations. From Eq. 6:

$$
\begin{equation*}
H\left(x^{*}(t), \lambda^{*}(t), u^{*}(t)\right)-H\left(x^{*}(t), \lambda^{*}(t), u(t)\right) \leq 0 \tag{10}
\end{equation*}
$$

So, $\delta_{S}^{H}$ is defined as (Eq. 11):

$$
\begin{equation*}
\delta_{s}^{H}=\int_{0}^{t_{f}} \quad\left[H_{i}(t)-H_{i-1}(t)\right] d t \tag{11}
\end{equation*}
$$

In the above formula, $(i-1)$ indicates the previous iteration of the optimization process. Optimizer selects the better multipliers of orthogonal functions in order to achieve the best control regarding satisfying inequality (Eq. 10). So, the Hamiltonian is reduced and will be smaller in every iteration when $\delta_{S}^{H} \rightarrow 0$ (see Eqs. 10 and 11).

Second, $\delta_{S}^{H}$ regarding the switch function is defined. In this way, Hamiltonian can be stated as follow (Eq. 12):

$$
\begin{equation*}
H(t)=\sigma(x(t), \lambda(t))+\eta(x(t), \lambda(t), u(t)) \tag{12}
\end{equation*}
$$

where $\eta(t)$ is the other part of Hamiltonian that has $u(t)$ (Eq. 13).

$$
\begin{equation*}
\eta(t)=g(u(t)) \cdot \varsigma(x(t), \lambda(t)) \tag{13}
\end{equation*}
$$

So, $f_{s}^{l}(t)$ is considered as (Eq 14):

$$
\begin{equation*}
f_{s}^{I}(t)=\varsigma(x(t), \lambda(t)) \tag{14}
\end{equation*}
$$

The best switch function is achieved regarding minimizing the difference between $f_{s}(t)$ and $f_{s}{ }^{l}(t)$. Hence, $\delta_{S}{ }^{l}$ is defined in Eq. 15 to be minimized to zero $\delta_{S}^{l} \rightarrow 0$.

$$
\begin{equation*}
\delta_{s}^{I}=\int_{o}^{t_{f}} \quad\left|f_{s}(t)-f_{s}^{I}(t)\right| d t \quad \delta_{s}^{I} \rightarrow 0 \tag{15}
\end{equation*}
$$

So, $\delta_{S}^{l}$ and $\delta_{S}^{H}$ are taken into account as sub-criteria in the process of optimization. Therefore, optimizer not only minimize $J_{\text {total }}$ as well as $J_{a}$ but also, it minimize $\delta_{S}^{H}$ and $\delta_{S}^{l}$ to zero.

Third, $\delta_{u}$ regarding changing in the Hamilton ian with respect to un constrained control variable $u(t)$ is defined. Hamiltonian is differentiable when a control variable acts continuously as $u(t)$. Therefore, $(\partial H(t)) /(\partial u(t))$ should converge to zero. So, $\delta_{u}$ is defined by Eq. 16:

$$
\begin{equation*}
\delta_{u}=\int_{0}^{t_{f}} \quad\left|\frac{\partial H(t)}{\partial u(t)}\right| d t \quad \delta_{u} \rightarrow 0 \tag{16}
\end{equation*}
$$

As $\delta_{u}$ is minimized to zero, the new criterion is also taken into account. Finally, the total criterion (or cost function) is expressed by Eq. 17 or 18 :

$$
\begin{equation*}
J_{t o t a l}=K_{a} \cdot J_{a}+k_{m} J_{m}+k_{s}^{H} \delta_{s}^{H}+k_{s}^{I} \delta_{s}^{I}+k_{u} \delta_{u} \tag{17}
\end{equation*}
$$

or

$$
\begin{equation*}
J_{\text {total }}=K . J \tag{18}
\end{equation*}
$$

where, $K=\left[K_{a}, k_{m}, k_{s}^{H}, k_{s}^{I}, k_{u}\right]$ is a weight vector and $J=\left[J_{a}, J_{m}, \delta_{s}^{H}, \delta_{s}^{I}, \delta_{u}\right]$.
Fourth, Free-Final-Time problems: Solving the optimal control problem is more difficult when the final-time is free and the control variable is constrained. To make this problem easier, final-time is supposed $t_{d}$. In this way, $t_{d}$ is considered as the approximation of final time $t_{f}$ by the path planning designer. So $t_{d}$ is determined $t_{d}=C t_{f}$ and the optimizer will find the best coefficient of $c$. In a case of free-final-time of optimal control problems, the Eq. 19 can be used for the problems from transversality in the optimal control theory.

$$
\begin{equation*}
\left[H(t)+\frac{\partial \Phi(t)}{\partial t}\right]_{t_{f}}=0 \tag{19}
\end{equation*}
$$

$\Phi(t)$ indicates terminal section of the main criterion. If $(\partial \Phi(t)) / \partial t=0$, the Hamiltonian will be equal to zero in the final-time $H(t)=0$. The Hamiltonian variations with respect to the time will equal to zero in the optimal control problems, when the state equations are not explicitly functions of time (see Naidu 2003). Therefore, Eqs. 20 and 21 are resulted.

$$
\begin{gather*}
\frac{\partial H(t)}{\partial t}=\frac{d H(t)}{d t}  \tag{20}\\
\frac{d H(t)}{d t}=0 \Rightarrow H(t)=c t e \tag{21}
\end{gather*}
$$

Since $H(t)=$ cte and $H(t)=0$, then it can be concluded that the Hamiltonian equals to zero over the time of optimal control problem so, $H(t)=0$. In the problems of free-final-time, the Eq. 22 criterion is added to the total cost function.

$$
\begin{equation*}
\delta_{H}=\int_{0}^{t_{f}} \quad|H(t)| d t \quad \delta_{H} \rightarrow 0 \tag{22}
\end{equation*}
$$

As $\delta_{H}$ is minimized to zero, some other principles of optimal control theory are considered in solving free-final-time problems regarding the $\delta$ method.

If $(\partial \Phi(t)) / \partial t \neq 0$, then the Eqs. 23 and 24 inequality is used and $\delta_{H}{ }^{\prime}$ criterion is defined.

$$
\begin{equation*}
\left|H(t)+\frac{\partial \Phi(t)}{\partial t}\right| \leq|H(t)|+\left|\frac{\partial \Phi(t)}{\partial t}\right| \tag{23}
\end{equation*}
$$

$$
\begin{equation*}
\delta_{H}^{\prime}=\int_{0}^{t_{f}} \quad|H(t)| d t+\int_{0}^{t_{f}} \quad\left|\frac{\partial \Phi(t)}{\partial t}\right| d t \quad \delta_{H}^{\prime} \rightarrow 0 \tag{24}
\end{equation*}
$$

So, the total cost function will be considered by Eq. 25:

$$
\begin{equation*}
J_{t o t}=K_{a} \cdot J_{a}+k_{m} J_{m}+k_{s}^{H} \delta_{s}^{H}+k_{s}^{I} \delta_{s}^{I}+k_{u} \delta_{u}+\left(k_{H} \delta_{H} \quad \text { or } \quad k_{H}^{\prime} \delta_{H}^{\prime}\right) \tag{25}
\end{equation*}
$$

The mentioned issues represent a novel method for optimal control problems with un constrained and constrained control variables.

## SOFT LANDING

This simple benchmark investigates the soft landing of a Moon lander. Soft landing of a vehicle with discontinuous optimal control is investigated with the $\delta$ method and the mentioned problem is formulated as a constrained optimal control problem. At the end of the mission to the Moon, the lander has a soft landing through the reverse thrust. In Naidu (2003) and Udupa et al. (2018) this problem is formulated with respect to minimum-time criterion with on-off optimal control. With reference to the Cartesian coordinate, dynamic equations of the Moon lander are given by Eqs. 26-28:

$$
\begin{gather*}
\frac{d y}{d t}=v(t)  \tag{26}\\
\frac{d v}{d t}=-g_{\text {Moon }}+\frac{\kappa}{m(t)} u(t)  \tag{27}\\
\frac{d m}{d t}(t)=u(t) \tag{28}
\end{gather*}
$$

with initial conditions (Eq. 29):

$$
\begin{equation*}
y\left(t_{0}\right)=200(\mathrm{~m}), v\left(t_{0}\right)=0\left(\frac{\mathrm{~m}}{\mathrm{~s}}\right), m\left(t_{0}\right)=20(\mathrm{~kg}) \tag{29}
\end{equation*}
$$

where $v(t)$ is the vertical velocity and $g_{\text {Moon }}$ is the gravitational acceleration of the moon. $\kappa$ is a constant that refers to the exhaust coefficient of the thruster and $m$ is the mass of the lander. Thrust, vector $T$ is upward to the Moon surface and its magnitude is $\left|T^{\gtrdot}\right|=\kappa(d m / d t)$ and $d m / d t$ is the mass reduction rate. Also, the on-off control is represented by $u$. For a soft landing, the Eq. 30 terminal conditions are satisfied.

$$
\begin{equation*}
y\left(t_{f}\right)=0(m), v\left(t_{f}\right)=0\left(\frac{m}{s}\right), m\left(t_{f}\right)=\operatorname{free}(k g) \tag{30}
\end{equation*}
$$

The main part of solving this optimal control problem is determining discontinuous optimal control regarding three orthogonal functions: Fourier, Chebyshev, and Legendre. Figures 2-5 represent the Fourier, Chebyshev and Legendre solutions for the optimal control, velocity, height, and mass. In this way, the optimizer chooses the best coefficients for the mentioned three orthogonal functions to construct control switch functions.


Source: Elaborated by the authors.
Figure 2. Lunar lander on-off optimal control, Fourier, Chebyshev, Legendre results.


Figure 3. Lunar lander velocity, Fourier, Chebyshev, Legendre results.


Figure 4. Lunar lander height, Fourier, Chebyshev, Legendre results.


Figure 5. Lunar lander mass reduction, Fourier, Chebyshev, Legendre results.
Also, Fig. 3 and 4 show that the boundary conditions are satisfied exactly and state equations have precise results with respect to the analytical solutions in Naidu (2003). Moreover, Fig. 5 represents the mass reduction and it shows the reduction in mass when the thruster is operating based on the switching time. Figure 6 demonstrates on-off optimal control regarding the switch function achieved from $\delta$ method.


Figure 6. Lunar lander on-of optimal control and switch function.
Figures 7-9 demonstrate the robustness and rapid converging of results with respect to the proposed $\delta$ method to meet the mentioned method.

The novel parts w ere introduced in this method as criteria a re $\delta_{H}, \delta_{s}^{H}$ and $\delta_{s}^{I}$. Based on the $\delta$ method, these parameters are minimized to zero to satisfy the principles of $\delta$ method and optimal control theory. Hence, Figs. 7-9 show $S_{\text {Moon }}=\left[\delta_{H} \delta_{s}^{H} \delta_{s}^{I}\right]$ converging to zero rapidly. Finally, in Fig. 10 the reduction of the total cost function is illustrated by three orthogonal functions. It is concluded that the Fourier series has rapid convergence and is considered the best orthogonal function for the $\delta$ method. Moreover, to investigate the robustness of the algorithm, ICA is considered for the next optimization technique. So, the next figures are investigating two optimizers GA-PSO and ICA to show the accuracy of the $\delta$ method and converging speed. Also, the parameters of the optimizers are illustrated in Table 1. For more references in ICA optimization technique see Abdollahi et al. (2013), Ardalan et al. (2015), Maheri and Talezadeh (2018) and Rabiee et al. (2018). It should be noted, parameters of optimizers in Table 1 are considered by try and errors regarding converging the total cost (see Fig. 10).


Figure 7. Reduction of Hamiltonian criterion $\delta_{H}$ for Fourier, Chebyshev, Legendre w.r.t iterations.


Figure 8. Reduction of $\delta_{s}^{H}$ for Fourier, Chebyshev, Legendre w.r.t iterations.


Figure 9. Reduction of $\delta_{s}^{I}$ for Fourier, Chebyshev, Legendre w.r.t iterations.


Source: Elaborated by the authors.
Figure 10. Reduction of the total cost function, for Fourier, Chebyshev, Legendre w.r.t iterations.
Table 1. Parameters of optimizers.

| ICA Parameters |  | GA-PSO Parameters |  |
| :---: | :---: | :---: | :---: |
| Number of initial countries | 5000 | Population Size | 5000 |
| Number of Initial Imperialist | 20 | Keep Percent | $40 / 100$ |
| Number of decades | 10 | Cross Percent | $40 / 100$ |
| Revolution Rate | 0.3 | Mutation Percent | $5 / 100$ |
| Assimilation Coefficient | 2 |  | Tournament Selection |
| Assimilation Angle Coefficient | 0.5 | Selection Mode |  |

Figures 11-18 show the precise results of two powerful optimization techniques (GA-PSO, ICA). However, from processing time and rapid converging in Figs. 15-18, the combination of the Fourier series and the GA-PSO optimizer is a candidate (see Table 2). Also, the vector of optimization variables is defined in range $[-\pi \pi]$ and switch functions are obtained as follows (Eqs. 31-34):

Fourier series. GA-PSO

$$
\begin{align*}
& f_{s}(t)=0.74486 \sin (0.0027339 t)-1.2623 \sin (0.0082017 t)-0.42484 \sin (0.0054678 t)  \tag{31}\\
& -0.084165 \sin (0.010936 t)-0.7293 \sin (0.013669 t)+0.17938
\end{align*}
$$

Chebyshev series. GA-PSO

$$
\begin{equation*}
f_{s}(t)=-2.2841 e-9 t^{5}+1.0808 e-6 t^{4}-0.00017718 t^{3}+0.011816 t^{2}-0.27478 t+0.17202 \tag{32}
\end{equation*}
$$

Legendre series. GA-PSO

$$
\begin{equation*}
f_{s}(t)=-8.5881 e-10 t^{5}+4.23 e-7 t^{4}-0.000070026 t^{3}+0.0044956 t^{2}-0.089034 t+0.049576 \tag{33}
\end{equation*}
$$

Fourier series. ICA

$$
\begin{align*}
& f_{s}(t)=0.24675-1.2231 \sin (0.0051025 t)-0.15095 \sin (0.010205 t)  \tag{34}\\
& -1.5 \sin (0.012756 t)-0.3287 \sin (0.0076537 t)-0.069719 \sin (0.0025512 t)
\end{align*}
$$



Figure 11. Lunar lander on-off optimal control, GA-PSO and ICA results.


Figure 12. Lunar lander velocity, GA-PSO and ICA results.


Source: Elaborated by the authors.
Figure 13. Lunar lander height, GA-PSO and ICA results.


Source: Elaborated by the authors.
Figure 14. Lunar lander mass reduction, GA-PSO and ICA results.


Figure 15. Reduction of the Hamiltonian, GA-PSO and ICA results.


Figure 16. Reduction of $\delta_{s}^{H}$,GA-PSO and ICA results.


Figure 17. Reduction of $\delta_{s^{\prime}}^{I}$ GA-PSO and ICA results.


Figure18. Reduction of total cost function, GA-PSO and ICA results.
It is concluded, the coefficients of the series are in range $[-\pi \pi]$. Also, final-time for the minimum-time of the soft lunar lander problem is achieved at 14.6 (s) and the switching occurs at 8.3 (s) for the Fourier series and the GA-PSO results.

Table 2. Comparing processing time.

|  |  |
| :---: | :---: |
| Fourier series \& GA-PSO Optimizer | $91.73(\mathrm{sec})$ |
| Legendre series \& GA-PSO Optimizer | $187.16(\mathrm{sec})$ |
| Chebyshev series \& GA-PSO Optimizer | $145.89(\mathrm{sec})$ |
| Fourier series \& ICA Optimizer | $268.05(\mathrm{sec})$ |

Source: Elaborated by the authors.

## Fixed Final-Time Problem: Asteroid Rendezvous

The A steroid Rendezvous problem is about finding the best solution to an interplanetary trajectory problem. The mentioned problem is considered as designing a planar optimal trajectory that starts from an asteroid and intercepts with another asteroid. The mathematical formulation is demonstrated in the s olar-centric polar coordinate. The control variable
is represented by $\beta(t)$. The control variable is the angle between the bang-bang thruster and the local horizon. The system of equations for this orbital transfer is represented by five state equations: $r, \theta, u, v$ and $m$. States $r$ and $\theta$ are belonged to the position in polar coordinate and $u, v$ are radial and tangential velocities (see Fig. 19). Also, the mass for this transfer is $m$ and it is reduced by $\mathrm{m}^{\cdot}=-T /\left(I_{s p} g_{0}\right)$.


Figure 19. Schematic asteroid transfer in the Solar-centric polar coordinate.
The non-linear equations for the spacecraft are considered by Eqs. 35-39:

$$
\begin{gather*}
\frac{d r}{d t}=w  \tag{35}\\
\frac{d \theta}{d t}=\frac{v}{r}  \tag{36}\\
\frac{d u}{d t}=\frac{v^{2}}{r}-\frac{\mu_{\otimes}}{r^{2}}+\frac{T}{m} \sin \sin (\beta(t))  \tag{37}\\
\frac{d v}{d t}=-\frac{w v}{r}+\frac{T}{m} \cos \cos (\beta(t))  \tag{38}\\
\frac{d m}{d t}=-\frac{T}{I_{s p} g_{0}}
\end{gather*}
$$

The magnitude of the thruster is in the form of bang-bang and considered $T_{\min }$ and $T_{\max }$. The specific impulse is $I_{s p}=3000(s)$ and the initial mass of the spacecraft is $m_{0}=1500(\mathrm{~kg}) m_{0}$. The main cost function of the problem is minimum-fuel with fixed-final-time of 240 days. Also, normalized initial and final conditions for this rendezvous problem are considered as $\left[r_{0}=1, \theta_{0}=0\right.$, $\left.v_{0}=0, u_{0}=0, m_{0}=1\right]$ and $\left[r_{f}=1.05243, \theta_{f}=3.99192, v_{f}=0.97477, u_{f}=0, m_{f}=f r e e\right]$. Mentioned boundary conditions are nondimensionalized by these solar parameters as $1 A U=1.49598 \times 10^{11}(m)$ and $1 T U=5.02265 \times 10^{6}(s)$. A lso, mass is non-dimensionalized by the initial mass of the spacecraft. Maximum thrust is achieved non-dimensionally as $T_{\max }$. Moreover, the mass reduction rate and the final-time are non-dimensionalized as $d m / d t=-0.01536$ and $t_{f}=4.1285$. The results of this problem are demonstrated through Figs. 20-31 regarding $\delta$ method.


Source: Elaborated by the authors.
Figure 20. Non-dimensiona lized radial distance.


Source: Elaborated by the authors.
Figure 21. Angular parameters in the polar coordinate.


Figure 22. Non-dimensiona lized radial velocity.


Source: Elaborated by the authors.
Figure 23. Non-dimensiona lized tangential velocity.
In this problem, two switch points are achieved. Results of state equations are compared with results to validate the operation of the mentioned method in the Figs. 20-27. These figures show that the boundary conditions are satisfied exactly. Moreover, optimal control and switch function are demonstrated in Figs. 25-27. Results show precise results of the mentioned method.


Figure 24. Non-dimensiona lized mass reduction.


Source: Elaborated by the authors.
Figure 25. Switch function and bang-bang thrust.


Source: Elaborated by the authors.
Figure 26. Non-dimension alized bang-bang thrust.


Source: Elaborated by the authors.
Figure 27. Thrust vector angle.


Source: Elaborated by the authors.
Figure 28. Reduction of $\delta_{s}^{I}$.


Source: Elaborated by the authors.
Figure 29. Reduction of the Hamiltonian w.r.t $\beta, \delta_{u}$.


Source: Elaborated by the authors.
Figure 30. Reduction of $\delta_{s}^{H}$.


Figure 31. Reduction of the total cost function.

All $\delta$ criteria act dynamically to enhance the robustness of the $\delta$ method and they are converging rapidly and precisely. In this problem, there are two optimal controls, $\beta(t)$ is considered as continuous control and the other as the bang-bang thruster (bangbang optimal controller for fuel consumption) namely discontinuous optimal control. Based on the $\delta$ method, $\delta_{u}$ for continuous optimal controls (regarding satisfying necessary condition of optimality $\partial H(t) /(\partial u=0)$ ) are considered and should be minimized to zero. Figures 28-30 show the components of the criteria vector $\delta^{\prime}=\left[\delta_{S}^{I} \delta_{u} \delta_{S}^{H}\right]$ that are converging to zero rapidly. Therefore, the novel-introduced principles in this method are satisfied precisely. Also, Fig. 31 shows the rapid converging of the total cost function in the $6^{\text {th }}$ iteration and it is one of the advantages of this method. Results as the switch function (for constrained control) and thrust direction (unconstrained control) are achieved in Eqs. 40 and 41. It should be noted, the mentioned asteroid rendezvous has non-linear equations with multi-input controls.

$$
\begin{align*}
& f_{s}(t)=2.2034 \cos (0.79949 t)-1.3453 \sin (2.3985 t)-1.2126 \cos (2.3985 t)-0.84609 \cos (1.599 t)+  \tag{40}\\
& 0.86052 \cos (3.198 t)+3.1389 \sin (0.79949 t)-2.9843 \sin (1.599 t)
\end{align*}
$$

$$
\begin{aligned}
& \beta(t)=0.3049 \sin (0.2695 t)+0.63974 \sin (0.53901 t)-0.073417 \sin (1.078 t)+ \\
& 0.57016 \sin (1.3475 t)-0.020263 \sin (0.80851 t)-0.4608
\end{aligned}
$$

## Low thrust Orbital Transfer

The proposed method as $\delta$ has been able to overcome the complex non-linear free and fix-final-time problems. In the following, the problem of the optimal orbital transfer, which is a completely complex problem with nonlinear equations, is considered regarding orbital parameters. The mentioned orbit transfer is considered a continuous orbital transfer from LEO to GEO. The thrust force is expressed in terms of the Eqs. 42-44 three-dimensionally based on two control angles $\psi(t), \varphi(t)$ and an on-off thruster.

$$
\begin{gather*}
q=\operatorname{Th} \sin \sin (\varphi(t))  \tag{42}\\
s=\text { Th } \cos \cos (\varphi(t)) \cos \cos (\psi(t))  \tag{43}\\
w=T h \cos \cos (\varphi(t)) \sin \sin (\psi(t)) \tag{44}
\end{gather*}
$$

In the Eqs. 42-44, three components of the thrust vector are demonstrated as $q, s$ and $w$. Also, Th is the magnitude of the thruster. The Eqs. 45-52 modified equatorial are used to solve the mentioned problem where $u(t)=[q(t) s(t) w(t)]$.

$$
\begin{align*}
& \frac{d P(t)}{d t}=\frac{2 T h}{m(t)}\left(\sqrt{\frac{P^{3}(t)}{\mu_{0}}}\right) \frac{s(t)}{Z(t)}  \tag{45}\\
& \frac{d e_{x}(t)}{d t}=\frac{T h}{m(t)} \sqrt{\frac{P(t)}{\mu_{0}}} \frac{1}{Z(t)}\left[Z(t) \sin \sin (L(t)) q(t)+A_{1}(t) s(t)-e_{y}(t)\left(h_{x}(t) \sin \sin (L(t))-\right.\right.  \tag{46}\\
& \left.\left.h_{y}(t) \cos \cos (L(t))\right) w(t)\right] \\
& \frac{d e_{x}(t)}{d t}=\frac{T h}{m(t)} \sqrt{\frac{P(t)}{\mu_{0}}} \frac{1}{Z(t)}\left[-Z(t) \cos \cos (L(t)) q(t)+A_{2}(t) s(t)+e_{x}(t)\left(h_{x}(t) \sin \sin (L(t))-\right.\right.  \tag{47}\\
& \left.\left.h_{y}(t) \cos \cos (L(t))\right) w(t)\right]
\end{align*}
$$

$$
\begin{gather*}
\frac{d h_{x}(t)}{d t}=\frac{T h}{2 m(t)} \sqrt{\frac{P(t)}{\mu_{0}} \frac{X(t)}{Z(t)} \cos \cos (L(t)) w(t)}  \tag{48}\\
\frac{d h_{y}(t)}{d t}=\frac{T h}{2 m(t)} \sqrt{\frac{P(t)}{\mu_{0}}} \frac{X(t)}{Z(t)} \sin \sin (L(t)) w(t)  \tag{49}\\
\frac{d L(t)}{d t}=\sqrt{\frac{\mu_{0}}{P^{3}(t)}} Z^{2}(t)+\frac{1}{m(t)} \sqrt{\frac{P(t)}{\mu_{0}}} \frac{1}{Z(t)}\left[\left(h_{x}(t) \sin \sin (L(t))-h_{y}(t) \cos \cos (L(t))\right) w(t)\right]  \tag{50}\\
\frac{d m(t)}{d t}=-\frac{T h}{I_{s p} g_{0}}\|(q(t), s(t), w(t))\|  \tag{51}\\
\left\{Z(t)=1+e_{x}(t) \cos \cos (L(t))+e_{y}(t) \sin \sin (L(t)) A_{1}(t)=e_{x}(t)+(1+Z(t))\right.  \tag{52}\\
\cos \cos (L(t)) A_{2}(t)=e_{y}(t)+(1+Z(t)) \sin \sin (L(t)) X(t)=1+h_{x}^{2}(t)+h_{y}^{2}(t)
\end{gather*}
$$

which $P(t), e_{x}(t), e_{y}(t), h_{x}(t), h_{y}(t), L(t), m(t)$ are state variables in the modified equatorial coordinate. The boundary conditions of the problem are also considered as follows (Eqs. 53 and 54) regarding orbital elements as semi-major axes, eccentricity, inclination, the argument of periapsis, the longitude of the ascending node, true anomaly, and mass. It should be noted that two boundary conditions, true anomaly and mass, are considered free at the final.

$$
\begin{gather*}
\text { I. } C\{a=10000 \mathrm{~km}, e=0.186, i=25, \omega=0, \Omega=-90, \theta=90, m=1000 \mathrm{~kg}\}  \tag{53}\\
\quad \text { F. } C\{a=42000 \mathrm{~km}, e=0, i=0, \omega=-90, \Omega=0, \theta=\text { free }, m=\text { free }\} \tag{54}
\end{gather*}
$$

Two main cost functions minimum-time and minimum-fuel are considered. Results are obtained by the optimal on-off switching thruster. This on-off thruster can operate in space by two un constrained control angles $\psi(t), \varphi(t)$ and bring the space vehicle to its final destination. Therefore, the mentioned optimal control problem is considered with three controls, with respect to one on-off thruster and two un constrained controls. Figures $32-36$ describe the state variables in the modified equatorial coordinate regarding the two mentioned main cost functions.


Source: Elaborated by the authors
Figure 32. Time history of $P(t)$ minimum-time and minimum-fuel.


Source: Elaborated by the authors.
Figure 33. Time history of $e_{x}(t)$, minimum-time and minimum-fuel.


Source: Elaborated by the authors.
Figure 34. Time history of $e_{y}(t)$, minimum-time and minimum-fuel.


Source: Elaborated by the authors.
Figure 35. Time history of $h_{x}(t)$, minimum-time and minimum-fuel.


Source: Elaborated by the authors.
Figure 36. Time history of $h_{y}(t)$, minimum-time and minimum-fuel.
In order to better understand the spacecraft motion, time histories of the state variables are illustrated in the form of semimajor axes, inclination, eccentricity, longitude of ascending node, and argument of periapsis in Figs. 37-41.


Source: Elaborated by the authors
Figure 37. Time history of semi major, minimum-time and minimum-fuel.


Source: Elaborated by the authors
Figure 38. Time history of inclination, minimum-time and minimum-fuel.


Figure 39. Time history of eccentricity, minimum-time and minimum-fuel.


Source: Elaborated by the authors.
Figure 40. Time history of longitude of the ascending node, minimum-time and minimum-fuel.


Source: Elaborated by the authors.
Figure 41. Time history of argument of periapsis, minimum-time and minimum-fuel.
Since two control angles $\psi(t), \varphi(t)$ are un constrained, the following optimality conditions $(\partial H(t)) /(\partial \psi(t))=0,(\partial H(t)) /(\partial \varphi(t))=0$ can be considered, and the $\delta$ parameters as $\delta_{1}, \delta_{1}{ }^{\prime}$ are minimized to zero (see Figs. 42 and 43).


Source: Elaborated by the authors.
Figure 42. Reduction of $\partial H / \partial \psi$ or $\delta_{1}$ to zero, minimum-time and minimum-fuel.


Source: Elaborated by the authors.
Figure 43. Reduction of $\partial H / \partial \psi$ or $\delta_{2}$ to zero, minimum-time and minimum-fuel.
Furthermore, other $\delta$ parameters as $\delta_{s}^{I}, \delta_{s}^{H}$ are minimized to zero and sketched in Figs. 44 and 45.


Source: Elaborated by the authors.
Figure 44. Reduction of $\delta_{s}^{I}$ to zero, minimum-fuel.


Figure 45. Reduction of $\delta_{s}^{H}$ to zero, minimum-fuel.


Source: Elaborated by the authors.
Figure 46. Reduction of the main criteria, minimum-time and minimum-fuel.
Figures 42-45 show how $\delta$ parameters are minimized to zero precisely. Also, indicate that the $\delta$ method principles are well satisfied. Figures 47 and 48 demonstrate the time history of two un constrained optimal control angles $\psi(t), \varphi(t)$ for minimum-time and minimum-fuel.


Figure 47. Time history of optimal control angle $\psi(t)(\mathrm{rad})$.


Figure 48. Time history of optimal control angle $\varphi(t)(\mathrm{rad})$.
Next, figures of three elements $\overrightarrow{u^{\prime}}(t)=[q(t) s(t) w(t)]$ as tangential thrust, radial thrust and normal thrust, and their switch functions for minimum-fuel criterion, (bang-bang control) are demonstrated in Figs. 49 and 50.


Source: Elaborated by the authors.
Figure 49. Time history of optimal bang-bang control, normal thrust.


Source: Elaborated by the authors.
Figure 50. Time history of optimal bang-bang control, tangential thrust.

Results of the switch function for constrained control and two un constrained control angles $\psi(t), \varphi(t)$ for minimum-fuel criterion are illustrated in Eqs. 55-57 regarding the Fourier series and GA-PSO optimizer.

$$
\begin{align*}
& f_{s}=12.566 \sin (0.00071638 t)-1.7844 \cos (0.00071638 t)-5.3316 \cos (0.00023879 t) \\
& +9.6418 \cos (0.00047759 t)-12.517 \cos (0.00095518 t)-4.2014 \sin (0.00023879 t)  \tag{55}\\
& -4.8337 \sin (0.00047759 t)+6.884 \sin (0.00095518 t)-12.343 \\
& \psi(t)=0.52421 \sin (2.0876 e-6 t)+0.87521 \sin (6.9588 e-7 t)-0.60766 \sin (1.3918 e-6 t) \\
& -1.1421 \sin (2.7835 e-6 t)+0.67323 \sin (3.4794 e-6 t)+1.2892  \tag{56}\\
& \varphi(t)=1.5255 \sin (6.9588 e-7 t)-1.2402 \sin (2.0876 e-6 t)+0.79965 \sin (1.3918 e-6 t)  \tag{57}\\
& -0.40637 \sin (2.7835 e-6 t)+1.002 \sin (3.4794 e-6 t)-0.38893
\end{align*}
$$

Also, the results of two unconstrained control angles $\psi(t), \varphi(t)$ for the minimum-time criterion are illustrated in Eqs. 58 and 59.

$$
\begin{align*}
& \psi(t)=0.91884 \sin (2.2184 e-\sigma t)+0.33283 \sin (1.331 e-\sigma t)-1.1953 \sin (4.4367 e-7 t) \\
& +0.96718 \sin (8.8735 e-7 t)-1.0808 \sin (1.7747 e-\sigma t)-0.21112  \tag{58}\\
& \varphi(t)=1.5663 \sin (2.2184 e-6 t)-1.2057 \sin (1.331 e-6 t)-1.0502 \sin (4.4367 e-7 t) \\
& -0.76108 \sin (8.8735 e-7 t)-0.036293 \sin (1.7747 e-6 t)+1.1282
\end{align*}
$$

In Table 3, the GA-PSO optimizer parameters are presented for the two mentioned problems.
Table 3. GA-PSO optimizer parameters.

| GA-PSO Parameters |  |
| :---: | :---: |
| Population Size | 5000 |
| Keep Percent | $40 / 100$ |
| Cross Percent | $40 / 100$ |
| Mutation Percent | $5 / 100$ |
| Selection Mode | Tournament Selection |
| Source: Elaborated by the authors. |  |

Table 4 summarizes the final-time of minimum-time and minimum-fuel criteria. From the results, the reduction of final-time in the problem of the min-time is clear, but the fuel consumption is higher in front of the minimum-fuel criterion. The above problem is a complex non-linear problem in space missions and trajectory design, which provides precise results based on the $\delta$ method. Regarding the solved problems, the $\delta$ method can be considered a novel and innovative solution in the field of constrained and un constrained non-linear problems. Also, optimal controls can be achieved simply in the form of time series. Therefore, the mentioned method can be presented to space mission designers as an efficient method with desirable accuracy.

Table 4. Comparing final-time and fuel consumption for min-time and min-fuel criteria.

| Min Time |  | Min Fuel |  |
| :---: | :---: | :---: | :---: |
| Final Time | 5.4926 (day) | Final Time | 7.5538 (day) |
| Fuel Consumption | $0.6952(\mathrm{~kg})$ | Fuel Consumption | $0.6771(\mathrm{Kg})$ |

Source: Elaborated by the authors.

## CONCLUSION

In this work, a novel method named as $\delta$ method for constrained and un constrained optimal control problems is introduced. The mentioned method investigated space trajectory problems. This novel method does not need any initial guess and has highspeed convergence with the aid of heuristic optimization techniques such as GA-PSO and imperialist competition algorithm, orthogonal functions (Fourier, Chebyshev, and Legendre), and the principles of the optimal control theory. Regarding the introduced method, three case studies of soft Lunar landing, asteroid rendezvous, and low-thrust orbit transfer are considered to solve this method. Two powerful optimization techniques (GA-PSO and imperialist competition algorithm) and the three orthogonal functions (Fourier, Chebyshev, and Legendre) have precise results. However, from processing time and converging speed, the combination of the Fourier series and GA-PSO optimizer is the candidate. Regarding the approximation of the optimal control, new augmented criteria based on the optimal control theory were introduced to minimize the optimization techniques. The main criterion (such as minimum-time or minimum-fuel) was added by new criteria introduced by $\delta$ based on the necessary and sufficient conditions in the optimal control theory to improve the precision and simple achievement of the results. One of the advantages of this study belonged to the independence of the proposed $\delta$ method to the initial guesses. Emphasizing the minimumtime and minimum-fuel criteria and different space missions show the ability of this method for different types of optimal control problems. From processing time and rapidly converging, the combination of the Fourier series and the GA-PSO optimizer is a candidate. Also, the vectors of optimization variables are achieved in the defined ranges. Furthermore, the results show that the boundary conditions are satisfied exactly. All $\delta$ criteria act dynamically to enhance the robustness of the $\delta$ method and they are converging rapidly and precisely. It should be noted, the mentioned method overcomes the non-linear equations with multiinput controls. Moreover, the achieved results show the accuracy and simplicity of this new method versus common complicated methods in optimal control theory. So, it will be a novel method for space mission analyzers and designers for future studies.
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