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ABSTRACT

This paper addresses the challenge of geometric camera characterization, a crucial process in various applications such as
computer vision, aerial photogrammetry, remote sensing, and robotics. Traditional calibration methods rely on calibration targets
or manually defined geometric structures, which limit automation and adaptability, especially in uncontrolled environments. To
overcome these limitations, we propose an innovative approach based on deep learning, capable of estimating the camera’ intrinsic
parameters directly from a single image. The developed method integrates the Optuna hyperparameter optimizer, which utilizes
Bayesian optimization to enhance model accuracy while reducing computational cost and training time. The application of this
approach accelerates the search for optimal configurations for neural networks, ensuring an efficient balance between performance
and architectural complexity. Experimental results demonstrate a significant improvement in model accuracy, with mean absolute
errors and standard deviations in distortion rates at the hundredth-order magnitude level and focal length determination below 6
mm. Compared to the model without the integrated optimizer, there was an over 95% gain in reducing Mean Squared Error (MSE)
and an 82% reduction in the standard deviation. This research significantly contributes to the enhancement of autonomous navigation
and image-based positioning systems, providing a scalable and automated alternative to conventional modeling techniques (SDE).

Keywords: Optuna; Deep learning; Computer vision and image-based navigation.

INTRODUCTION

Precise camera characterization is fundamental for extracting accurate geometric information in fields such as computer
vision, aerial photogrammetry, remote sensing, and robotics (Duane 1971; Maybank and Faugeras 1992; Weng et al. 1992; Zhang
2000). This task involves determining both intrinsic parameters, including sensor properties and lens distortion and extrinsic
parameters, such as rotation and translation relative to a reference frame (Fischer et al. 2015; Marcato Junior and Tommaselli
2013; Samii et al. 2015).

Traditional characterization techniques differ depending on the camera system, including pinhole models, fisheye lenses, stereo

setups, light-field sensors, event cameras, and LiDAR devices (Li et al. 2008). Many of these methods rely on manually extracted
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features or calibration targets, like checkerboards, which require human intervention and hinder automation (Bukhari and Dailey
2013; Gasparini et al. 2009; Shah and Aggarwal 1994; Zhang Z 1999). Geometry-based approaches use scene elements, such as lines
or vanishing points, to establish 3D-2D correspondences, but their effectiveness is limited to carefully structured environments
(Aleman-Flores et al. 2014; Barreto and Araujo 2005; Bukhari and Dailey 2013; Carroll et al. 2009). Self-calibration methods
estimate parameters from sequences of images using multiview geometry, though their accuracy is constrained by the performance
of feature detectors, which are sensitive to lighting and surface textures (Faugeras et al. 1992; Fraser 1997; Hartley 1994).

Despite advances in industrial and laboratory implementations (MathWorks 2023; OpenCV 2023), achieving automatic
real-time camera calibration remains challenging, particularly in uncontrolled environments. Conventional calibration involves
multiple stages, including data acquisition, intrinsic parameter computation, and final parameter adjustment (Zhang Z 1999).
Detecting control points in aerial images is a major bottleneck that can be automated using computer vision, machine learning,
and Convolutional Neural Networks (CNNs) (Habib et al. 2013). In applications involving aerial navigation based on imagery,
the geometric calibration of sensors is crucial, as navigation accuracy depends on the geometric fidelity of the captured images
(Badrloo et al. 2022). While conventional monocular and stereo approaches face limitations, deep learning offers the capability
for faster and more robust perception, obstacle detection, and feature extraction, even in complex and unknown environments.

This work proposes a deep neural network framework for automatic camera characterization, estimating intrinsic and extrinsic
parameters directly from single images without relying on calibration targets or manually defined structures. Neural networks are
capable of modeling nonlinear relationships and automatically extracting relevant features from image data, which is particularly
important when fixed patterns or calibration objects are unavailable (Yang J et al. 2021).

A critical factor for model performance is hyperparameter optimization, including layer size, neuron count, and activation
functions, which directly impact accuracy, training time, and computational cost (Marcu and Grava 2021). We employ Optuna, a
Bayesian optimization-based hyperparameter search framework, to systematically evaluate multiple configurations, select optimal
parameters, and validate their performance on a separate dataset (Akiba et al. 2019). This iterative approach ensures robust
hyperparameter selection and improves training efficiency while maintaining high characterization accuracy.

By integrating deep learning with optimized hyperparameters, the proposed framework enhances both the precision and
efficiency of camera geometric characterization, facilitating real-time applications in autonomous aerial navigation. The study
advances current methodologies and offers guidance for future research in deep learning-based camera calibration for aerial

imaging and robotics.

RELATED WORK

Types of Camera Models

Camera models and their geometric characterizations are fundamental in computer vision and other related fields discussed
in Introduction, as they provide a mathematical description of the image formation process and support accurate calibration
procedures. These models aim to establish the relationship between 3D world coordinates and their projection onto a 2D image
plane, requiring the estimation of intrinsic and extrinsic parameters.

The most commonly adopted configuration is the pinhole camera model, which represents the camera as a single projection
center, where light rays intersect and are mapped onto the image plane. Due to its mathematical simplicity and wide applicability,
it has been extensively used in theoretical and practical studies (Mahmood et al. 2024). However, real optical systems often deviate
from this idealized model because of lens distortions, especially in wide-angle or fisheye configurations. To address these deviations,
the distortion camera model incorporates additional parameters to account for radial and tangential distortions, allowing more
accurate geometric representation after calibration (Huai et al. 2024).

Beyond these approaches, advanced imaging systems employ the omnidirectional camera model, designed to capture a
360-degree field of view using specific lenses or mirror-based assemblies. Calibration of these systems requires more complex

geometric formulations and often specialized calibration patterns (Caron 2023).
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Figure 1 illustrates the general framework of the geometric characterization process, highlighting the coordinate systems
involved, the object space coordinate system and the camera coordinate system as well as the intrinsic and extrinsic parameters
to be estimated.

This formulation underpins the methodological basis for wide-angle camera characterization, which constitutes the primary

focus of this study.
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Source: Elaborated by the authors.

Figure 1. Camera model and systems involved in geometric characterization.

Deep Learning Paradigms for Camera Geometric Characterization

Recent advances in deep learning have enabled data-driven alternatives to traditional camera calibration techniques. In intrinsic
calibration, methods such as DeepFocal (Workman et al. 2015) estimate focal length directly from images using CNNs. Pak et al.
(2022) integrated active targets and machine learning for high-precision geometric calibration, while Cramariuc et al. (2020)
introduced APPD, a metric for detecting intrinsic miscalibration over time.

For extrinsic calibration, PoseNet (Kendall ef al. 2015) pioneered camera pose estimation via CNNG, later extended by
DeepFEPE (Jau et al. 2020) with learnable modules for feature matching and pose refinement (Tan et al. 2024). Further works
explored intermediate representations like surface geometry and depth (Xian et al. 2019), as well as sparse 3D landmarks for
lightweight calibration (Do et al. 2022).

Joint calibration methods aim to simultaneously recover intrinsic and extrinsic parameters. Hold-Geoftroy et al. (2018) trained
models on panoramic data, proposing a perceptual metric for calibration accuracy. Song et al. (2024) combined semantic and
geometric features to improve perspective understanding.

Learning-based calibration has also expanded to distortion correction. For radial distortion, DeepCalib (Bogdan et al. 2018)
and SimFIR (Feng et al. 2023) used CNNs and Vision Transformers, while PSEGAN (Shi et al. 2018) and OrdinalDistortion
(Liao et al. 2021) improved interpretability. Reconstruction-based methods, such as DR-GAN (Liao et al. 2019b) and DDM (Liao
et al. 2020), model pixel-wise mappings to rectify distortions without explicit camera parameters. Architectural improvements
include FE-GAN (Chao et al. 2020), Progressively Complementary Network-PCN (Yang S et al. 2021), and PolarRecNet
(Zhao et al. 2021), which address symmetry and skip-connection artifacts in wide-angle rectification. Additionally, single-frame
rolling shutter distortion correction has gained attention in mobile and Unmanned Aerial Vehicle-UAV applications (Zhuang

et al. 2019), though multi-frame methods (Fan et al. 2021) remain outside the scope of this review.
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Hyperparameters and Tuning Strategies in Deep Learning

In deep learning, hyperparameters are predefined configurations set before training, directly influencing model performance
(Wang et al. 2024). Unlike model parameters, which are adjusted during training, hyperparameters control structural and
procedural aspects such as complexity, learning rate, and generalization (Balcan et al. 2025). Their proper selection, achieved
through experimentation and fine-tuning, is essential for optimizing model performance.

Among the key hyperparameters are learning rate, batch size, number of epochs, number of layers and units per layer, dropout
rate, weight initialization methods, optimizer types (SGD, Adam, RMSprop), activation functions (ReLU, Sigmoid, Tanh),
regularization parameters (L1, L2), kernel and pooling size (for convolutional layers), stride and dilation rate (for convolution
and pooling), among others.

Hyperparameter tuning is crucial for developing effective deep learning models (Franceschi et al. 2024; Lai 2024). Techniques
such as grid search, random search, Bayesian optimization, and evolutionary algorithms provide distinct approaches to exploring
the hyperparameter space.

Optuna exhibits superior performance in the combined optimization of algorithm selection and hyperparameters (CASH)
compared to frameworks such as HyperOpt and SMAC (Shekhar et al. 2021). It provides a dynamic search space through the define-
by-run principle, enabling adaptive adjustments not available in traditional methods (Akiba et al. 2019), and has demonstrated
robustness and adaptability in extensive experiments with real-world datasets (Shekhar et al. 2021).

During the trial execution, the objective function leverages the Optuna APIs (Fig. 2).

Workers

Optuna API .

— suggest()

should_prune() —
T
T

Storage

Function

Source: Akiba et al. (2019).

Figure 2. Overview of Optuna’s system design.

Each process (worker) executes an instance of the objective function for each study. During the trial execution, the objective
function leverages the Optuna APIs. Whenever the API is invoked, the objective function accesses the shared storage and retrieves,
if necessary, information from previous studies. Each worker operates the objective function independently while simultaneously

updating the progress of the current study in the storage.

METHODS

Dataset preparation

This work proposes a deep learning-based method for estimating intrinsic camera parameters, focal length, and distortion
coefficient from single images, focusing on wide field-of-view configurations. Due to the absence of large-scale datasets
with ground-truth calibration for such conditions, a synthetic dataset was generated from high-resolution 360° panoramas

(Chang et al. 2017), allowing full control over field-of-view and distortion settings without introducing occlusion artifacts.
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The dataset construction was carried out in two main steps. Initially, panoramic images were projected onto a unit sphere
through azimuth and elevation transformations (Barreto and Araujo 2005), enabling geometric consistency across diverse
viewpoints. Subsequently, a virtual pinhole camera was applied to generate synthetic images by reprojecting selected regions of
the sphere with predefined intrinsic parameters specifically varying focal lengths (f) and distortion coefficients (). This process,
illustrated in Figs. 3 and 4, enabled the automatic generation of 17,000 training samples with wide coverage of optical distortions,

spatial perspectives, and lighting scenarios, without introducing occlusion artifacts.

Input panorama Projection on the sphere Synthetic image generation

Source: Elaborated by the authors using data from Barreto and Araujo (2005), Mei and Rives (2007)and Nogueira et al. (2025).

Figure 3. Input panorama, automatic generation of images with varying focal lengths f and distortion values &, using a unified
spherical model.

Source: Elaborated by the authors using data from Nogueira et al. (2025).

Figure 4. Dataset of images with varying focal lengths fand distortion values §.

The projection and reprojection processes follow Egs. 1-5:
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[w-Xw-91]T =K 1-p (4)
where K is the camera intrinsic matrix:

K=10 f Vo (5)

fouol
0 0 1

Equations 1-5 describe the geometric modeling based on the unified spherical camera model (Barreto and Araujo 2005),
with the following variable definitions:

« p = (x, y): image coordinates of the projected point.

* (X, Y, Z): 3D coordinates of the point in space.

« f: camera focal length.

« & distortion parameter that defines the curvature in the unified projection model.

* u,, v, image coordinates of the optical center (principal point).

o P: projected point on the unit sphere.

* X,¥:normalized image coordinates.

« w: radial scaling factor derived from the spherical model.

« K: intrinsic camera matrix comprising the parameters f, u;, and v,

Optimization of Neural Network Architecture Based on a Standard Model: Evaluation
and Analysis

Standard Architecture of the Applied Neural Network

Given a single image as input, we adopted a regression-based CNN architecture referred to as SingleNet (Bogdan et al. 2018),
featuring two output branches for estimating f (focal length) and & (distortion). For feature extraction, three widely used CNN
backbones were evaluated: Inception-V3 (Szegedy et al. 2015), ResNet50 (He et al. 2016), and MobileNet (Howard et al. 2017). These
architectures were selected due to their distinct trade-offs between depth, computational cost, and representational power. Inception-V3
offers robust multi-scale feature aggregation, ResNet50 enables deep residual learning, and MobileNet is optimized for lightweight

inference, making it suitable for embedded scenarios. Figure 5 illustrates a general example of the architectural configuration employed.

Input data
| Input image (299x299x3) |
I
CNN | Inception-V3 backbone |
calibration I
| Global average pooling |
I
| Dense (1024, ReLU) |
¥
| Dropout (0.5) |
Result
Dense (1) focal length | | Dense (1) Distortion & |

Source: Elaborated by the authors.

Figure 5. Dataset of images with varying Focal Lengths (f) and Distortion Values (&).
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SingleNet is composed of a single network, which makes both the training process and the feedforward execution approximately
twice as fast when compared to the other architectures considered, such as DualNet and SeqNet, both consisting of two independent
networks (Bogdan et al. 2018). Considering the potential for embedding the solution in future systems for real-time processing,
this neural network configuration was selected.

Based on the previously presented architecture and the results obtained by Nogueira et al. (2025), an optimization study was
conducted using the Optuna framework to identify a neural network architecture and a set of hyperparameters with improved
performance and accuracy. Following this optimization, a comparative analysis was performed between the results of both studies,
evaluating the performance gain of the optimized model and its accuracy relative to the reference and the results reported in
Nogueira et al. (2025).

Optuna: Implementation for Hyperparameter Tuning

The implementation of Optuna involved defining an objective function to train and evaluate the model, configuring the
hyperparameter search space, and executing the optimization process. Additionally, the Optuna library enabled interactive
visualization of the hyperparameter exploration through a dedicated dashboard.

Optuna is a modern framework for hyperparameter optimization that leverages advanced sampling and pruning strategies
to efficiently explore the hyperparameter space. It employs the Tree-structured Parzen Estimator (Watanabe 2023) for Bayesian
optimization and integrates a pruning mechanism based on intermediate results, enabling the early termination of less promising
experiments (Akiba ef al. 2019).

Optimization of Neural Networks and Hyperparameters using Optuna Study

Hyperparameter optimization, as discussed in Section “Hyperparameters and Tuning Strategies in Deep Learning,” is crucial
in neural network development, directly impacting performance (Yang L and Shami 2020). The number of neurons per layer and
the choice of activation function influence the model’s capacity, but larger networks increase computational costs, training time,
and overfitting. To identify the optimal architecture, the Optuna framework (Akiba et al. 2019) was employed, systematically
evaluating hyperparameter combinations by training the model and analyzing metrics such as accuracy and loss function on the
validation set.

The experimental workflow involves inputting the data x into the network, consisting of a single image, which generates vectors

with two model outputs: one for distortion estimation (§) and another for focal length estimation (f), as illustrated in Figs. 6 and 7.

Input data and data augmentation
0
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L J

+
AN

. Saving
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Source: Elaborated by the authors.

Figure 6. Overview of neural network and hyperparameter optimization - training flowchart.
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Source: Elaborated by the authors.

Figure 7. Overview of neural network and hyperparameter optimization: activation flowchart.

After training, the network is evaluated using new data. Following the same procedure, the model’s output is processed and
compared with the validation target data. The test data values serve as metrics for exploring the hyperparameter space or conducting
experiments within the Optuna study.

All models were trained for 1,000 epochs and 10 trials. This limit was established based on empirical evaluations and computational
constraints at the time of the experiments. The findings indicated that the networks achieved satisfactory performance across
various architectures within this training period. This timeframe also allowed for the observation of stability between training
and validation phases.

The Optuna hyperparameter optimizer employs a search process with dependencies on random values, as suggested in
its original documentation. Although it is possible to define a seed for hyperparameter search, doing so may compromise the
performance of data mining for knowledge discovery.

It is important to highlight that the experiments remain reproducible under the Optuna hyperparameter optimizer, which, as

indicated in its original documentation, utilizes a search approach based on randomly seeded values.

Experimental Methodology and Model Evaluation under Real Conditions

The methodology proposed in this study was developed following a structured approach, aiming to ensure high accuracy
in position estimation through monocular visual odometry. The initial phase consisted of conducting a photogrammetric flight
supported by Global Navigation Satellite System/Global Positioning System (GPS) data, with aerial image acquisition performed
using a GoPro camera over a controlled and orthorectified geographic area.

The methodology incorporated a real-time dynamic calibration module to continuously adjust the camera’s intrinsic parameters
during flight. The impact on processing performance was evaluated on a per-frame basis; however, the assessment of onboard
hardware resource utilization has not yet been conducted, as it is currently under implementation and will be reported in future work.

The intrinsic parameters were preadjusted through supervised training using both synthetic and real datasets, generated and
processed as described in Section “Dataset Preparation,” employing metrics such as accuracy, root mean square error, and loss
function to ensure robustness and generalization under real flight conditions.

Figure 8 presents examples of aerial images used for training, testing, and validation, aiming to maximize the solution’s
generalization and ensure optimized performance in image-based navigation. The adopted methodology was structured as
illustrated in Figs. 5 and 9, while the corresponding results are presented, analyzed, and discussed in Results and Discussion,

Subsection “Analysis and Testing Using Aerial Imagery Data and Navigation”.
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Source: Elaborated by the authors.

Figure 8. Image data for experiments under real-world conditions.

Input data ——» |Processing stage —_— Results

» Geometric ‘ Visual
odometry

calibration

Calibrated focal lenght ¢
distortion rates (&) Legenda( b

M Data GNSS/GPS

M Odometry GSD calibration

M Odometry GSD estimated

Source: Elaborated by the authors.

Figure 9. Diagram illustrating the sequence of steps in the dynamic geometric calibration process.

RESULTS AND DISCUSSION

Parameters of the Network

For training the networks presented in Section “Optimization of Neural Network Architecture Based on a Standard Model:
Evaluation and Analysis,” two large-scale datasets were generated, each containing thousands of images with resolutions of
299x299 px and 224x224 px, extracted from all panoramic images in the dataset and processed as described in Section “Dataset
preparation” This approach was adopted to enable a comparative analysis of three neural network configurations: InceptionV3,
MobileNet, and ResNet50, following the same experimental setup as presented in Nogueira et al. (2025). The objective is to analyze
and demonstrate the improvement in training and prediction performance of intrinsic parameters when compared to the results
obtained using conventional neural network training methods.

For training, focal lengths were used within the range of 50 to 500 px, with a step size of 10, and distortion values varying
from 0 to 1.2, with a step size of 0.02 (randomly sampled).

The dataset was divided into three subsets: 80% for training, 10% for testing, and 10% for validation. Each original panorama
was exclusively assigned to a single stage (training, testing, or validation), ensuring that no original panorama was present in
more than one subset.

Standard data augmentation techniques were applied, including the addition of random Gaussian noise, modifications to
brightness and contrast, and image mirroring.

The three networks used were pre-trained on the ImageNet dataset and subsequently fine-tuned on the generated dataset,
employing an early stopping strategy to prevent overfitting.
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The training and activation process followed the pipeline illustrated in Figures 6 and 7. Unlike the study conducted in (Nogueira
et al. 2025), this experiment adopted a distinct approach aimed at determining the optimal neural network architecture and the most
suitable hyperparameters. To achieve this, optimization was performed based on studies conducted using the Optuna framework.

The following sections present and analyze some of the results obtained from these experiments, highlighting key improvements
observed during both the training and validation stages.

The results obtained in this study suggest that hyperparameter optimization can significantly contribute to enhancing the
performance of deep neural networks applied to the geometric characterization of cameras. The conducted experiments indicated
that the use of the Optuna framework proved to be an effective strategy for performing fine-grained adjustments, which led to
improved prediction of the camera’s intrinsic parameters.

There is a clear interdependence between the model’s hyperparameters and its evaluation metrics. Empirical results demonstrate
that specific configurations such as variations in learning rate, the number of neurons per layer, and the choice of activation
functions have a significant impact on network performance. These findings emphasize the critical need for robust and systematic

hyperparameter optimization strategies to enhance model accuracy, as presented in Table 1.

Table 1. Optimized hyperparameters.

Range of hyperparameters Search Space Type Best Value
Hidden layers (n_layers_Hidden) 2-12 int 6
Number of neurons per layer (n_neurons_layer_i) 32 - 256 int 128
Activation function (activation_layer_i) [relu, sigmoid, tanh] categorical relu
Dropout rate (dropout_rate_layer_i) 0.0-0.5 float 0.2
Network optimizer (optimizer) [adam, sgd] categorical adam
Learning rate (learning_rate) 1e-5 - 1e-2 (log) float 1e-3
Momentum (SGD) 0.0-0.9 float 0.8

Source: Elaborated by the authors.

The evolution of hyperparameter optimization is depicted in the optimization history (Fig. 10). Initially, the objective
metric values were high, indicating that the early tested configurations were suboptimal. The importance of hyperparameters
(Fig. 11) provides valuable insights into which parameters exert the greatest influence on the performance of the trained

neural network.

« Objective value

- Best value

Objective value

0 10 20 30 40 50
Trial

Source: Elaborated by the authors.

Figure 10. Optimization history plot.
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Source: Elaborated by the authors.

Figure 11. Relative Importance of tuned parameters.

The number of neurons in the second hidden layer (n neurons layer 1) was identified as the most critical factor for model
performance, suggesting that adjustments in this layer can significantly impact the results.

Similarly, the activation function of the first layer (activation layer 0) and the dropout rate of the second layer (dropout rate
layer 1) demonstrated consider able relevance, highlighting the importance of regularization strategies to prevent overfitting.

Other parameters, such as the learning rate and optimizer, also showed some impact, albeit to a lesser extent. Conversely,
the number of hidden layers (n layers hidden) had an insignificant influence, indicating that adding more layers did not provide
substantial benefits for this specific model.

However, as the trials progressed, a gradual reduction in error was observed, demonstrating that Optuna successfully identified
more efficient hyperparameter combinations.

The stabilization of the red line suggests that convergence was achieved, indicating that the model reached an optimization
point where further adjustments would yield only marginal improvements.

The optimization results demonstrated that:

« A balanced network depth and width were determinant for overall performance.

« The ReLU activation function outperformed the alternative functions tested.

» Moderate dropout regularization was critical to preventing overfitting.

« The Adam optimizer, with a learning rate close to 10~ (i.e., 0.001), provided the best trade-off between stability and

convergence speed.

These findings reinforce that the effectiveness of the model does not rely on a single hyperparameter, but rather on the synergy

among architecture, regularization, and optimization strategy.

Evaluation
The results presented in Tables 2 and 3 show the distortion rate and focal length predictions for different deep neural network
architectures optimized using Optuna. The statistical error analysis provides valuable insights for identifying the most suitable

architecture for this task.

Table 2. Analysis of absolute errors between predictions and actual distortion rate values.

Model MAE SD Max E Min E
Inception-V3 0.059 0.051 0.110 0.01
Mobilenet 0.100 0.190 0.290 0.01
ResNet50 0.070 0.002 0.005 0.00

The distortion rate is a dimensionless measure. Standard Deviation (SD), Maximum Error (Max E) and Minimum Error (Min E).
Source: Elaborated by the authors.
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Table 3. Analysis of absolute errors between predictions and actual focal length values.

Model MAE (mm) SD (mm) Max E (mm) Min E (mm)
Inception-V3 6.85 5.48 10.86 3.30
Mobilenet 42.58 44.01 67.53 7.63
ResNet50 125.64 0.31 125.88 125.20

The values are expressed in millimeters (mm). Standard Deviation-SD, Maximum Error-Max E and Minimum Error-Min E.
Source: Elaborated by the authors.

To assess the accuracy of the models, the following statistical metrics were calculated, based on Vujovi¢ (2021) and Chicco
et al. (2021):

« Mean Absolute Error (MAE): Measures the average of the absolute differences between the predicted and actual values.

o Maximum Error (Max E): Represents the largest absolute difference observed between the actual value (Label) and the

model’s prediction. This value indicates the worst-case error committed by the model, i.e., the greatest discrepancy between

the prediction and the expected value.

o Minimum Error (Min E): Represents the smallest absolute difference observed between the actual value and the prediction.

This value indicates the best-case error, showing how close the model was able to approximate the actual value in at least one

test instance.

« Standard Deviation (SD) of Errors: Evaluates the dispersion of the predictions relative to the actual value, indicating the

consistency of the model’s performance.

The results in Table 2 indicate that the model using Inception-V3 achieved the lowest Mean Absolute Error (MAE) of 0.059,
making it the most precise option. The ResNet50-based model, although yielding a slightly higher MAE (0.070), achieved a low
standard deviation (0.002), indicating consistent predictive performance with minor deviation from the actual values. In contrast,
the model using MobileNet demonstrated the worst performance, with an MAE of 0.100 and a high standard deviation (0.19),
indicating significant variability in its predictions.

The stability of the ResNet50 model can be attributed to its ability to maintain consistent predictions, whereas the superior
accuracy of the Inception-V3 model suggests a better adaptation to data patterns. On the other hand, the MobileNet model may
have been affected by overfitting or difficulties in generalizing the data structure, resulting in greater variability in predictions.

In conclusion, in the characterization of camera distortion rates, the model with Inception-V3 demonstrated the best balance
between accuracy and stability. Conversely, the model with ResNet50 exhibited limitations during the learning phase, displaying
uniformity in predictions that does not adequately reflect the diversity of scenarios and parameters present in the test data.
The use of Optuna for optimization was effective in detecting these differences and improving model performance.

The results in Table 3 indicate that the Inception-V3 model exhibited the lowest MAE of 6.85 mm, making it the most precise
option for estimating focal length. The ResNet50 model, despite having an extremely low standard deviation (0.31 mm), showed
a significant offset from the actual values, resulting in a MAE of 125.64 mm, rendering its predictions inaccurate for this task.
The MobileNet model demonstrated an intermediate performance but still exhibited a relatively high MAE of 42.58 mm.

The low standard deviation observed in ResNet50 suggests possible limitations during the learning phase, indicating that
its predictions exhibit notable inconsistency and appreciable deviation from the actual values. This may imply a failure of the
model to adapt to the characterization data pattern. In contrast, the MobileNet model exhibited greater variability in predictions,
resulting in lower overall accuracy.

The Inception-V3 model, with a moderate standard deviation, managed to balance precision and stability, making it the most
suitable choice for Focal Length estimation.

These results reinforce that the optimization performed with Optuna enabled the identification of Inception-V3 as the most
efficient solution for focal length estimation, ensuring lower errors and predictions closer to the actual values. Selecting the
appropriate model is crucial for applications in camera characterization and computer vision, where focal length accuracy directly

impacts image reconstruction quality, spatial perception, and navigation outcomes, among other aspects.
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Comparison with Recent Training Results of Deep Neural Networks for Camera Characterization

The results of this study, presented in Tables 4 to 7, indicates a significant improvement in the performance of the neural
network specialized in camera geometric characterization after hyperparameter optimization. This optimization was performed
using the Optuna framework on the AeroCalib network, previously developed and documented in (Nogueira et al. 2025).

Table 5 highlights the significant reduction in errors following the optimization process, further supported by the comparative
statistical metric graphs. Three key aspects illustrate this improvement: MAE: Reduced from 0.187 to 0.046, corresponding to
a 75.4% decrease, reflecting more precise predictions. MSE: Dropped from 0.0613 to 0.0027, representing a 95.6% reduction,

highlighting a greater correction of extreme deviations.

Table 4. Summary example of results for distortion rate comparison using the best-performing model with and without
optimization by Optuna.

Images Label (Real) Prediction (Without Optuna) Prediction (With Optuna)
1 0.39 0.20 0.43
4 0.58 0.74 0.52
5 0.69 0.70 0.60
9 0.52 0.68 0.46
12 0.73 0.14 0.66
14 0.01 0.08 0.04
16 0.23 0.48 0.21
17 0.78 0.46 0.79
20 0.74 0.78 0.68
28 0.89 0.97 0.87

Source: Elaborated by the authors.

Table 5. Statistical error metrics for distortion rate using inception-v3, with and without optimization by Optuna.

Metrics Without Optuna (Nogueira et al. 2025) With Optuna Reduction (%)
Mean Absolute Error (MAE) 0.187 0.046 75.40
Mean Squared Error (MSE) 0.061 0.003 95.56
Mean Error 0.033 0.030 09.09
Standard Deviation of Errors (SDE) 0.245 0.043 82.62

Source: Elaborated by the authors.

Table 6. Summary example of results for comparing focal length (mm) estimation using the best-performing model
with and without optimization by Optuna.

Images Label Prediction (without Optuna) Prediction (with Optuna)
5 183.00 160.83 174.10
7 231.00 255.83 225.04
23 140.00 79.61 135.15
24 146.00 138.63 139.12
29 248.00 252.63 243.70
30 255.00 146.64 262.89
32 51.00 96.17 47.77
37 154.00 88.74 146.14
41 76.00 69.12 76.73
48 412.00 368.34 405.96

Source: Elaborated by the authors.
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Table 7. Statistical error metrics for models with and without Optuna (focal length).

Metrics without Optuna (Nogueira et al. 2025) With Optuna Reduction (%)
Mean Absolute Error (MAE) 38.8700 5.66 85.43
Mean Squared Error (MSE) 2482.54 37.56 98.49
Mean Error 23.9500 3.94 83.55
Standard Deviation of Errors (SDE) 43.6900 4.69 89.26

Source: Elaborated by the authors.

Standard deviation of errors: Decreased from 0.2454 to 0.0427, an 82.6% reduction, indicating greater stability in predictions.
Figures 10 and 11 visually illustrate these improvements, confirming the effectiveness of hyperparameter optimization in reducing
model errors.

In the analysis of focal length estimation (Table 6), the improvements achieved are of greater magnitude.

« MAE: Reduced by 85.4%, from 38.87 mm to 5.66 mm.

« MSE: Decreased by 98.5%, from 2482.54 mm?® to 37.56 mm”.

Standard Deviation: Reduced by 89.3%, indicating greater consistency in estimates.

Figures 12 to 15 visually reinforce these findings, highlighting the positive impact of optimization on focal length estimation.

J Comparison of statistical erros metrics
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Source: Elaborated by the authors.
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Figure 12. Comparison of Statistical Error Metrics Before and After Optuna Optimization.
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Figure 13. Error reduction achieved through Optuna optimization.
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A Comparison of statistical error metrics for focal length
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Figure. 14. Comparison of statistical error metrics before and after Optuna optimization for focal length.
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Figure. 15. Error reduction achieved through Optuna optimization for focal length.

These experimental studies demonstrate that hyperparameter optimization using Optuna played a crucial role in enhancing the
model’s performance, leading to more precise and reliable predictions. The substantial reduction in both absolute and quadratic
mean errors for distortion rate and focal length further confirms the effectiveness of the adopted approach.

The application of Optuna enabled an efficient exploration of the neural network’s parameter space, even with a limited
number of 10 trials. These results suggest that implementing this process in a high-performance computing infrastructure, with
a greater number of iterations and a more refined search space, could yield even more significant improvements. The ability to
test thousands of hyperparameter combinations would enhance the model’s accuracy, bringing it closer to optimal performance.

Thus, the obtained results emphasize the importance of hyperparameter optimization in deep neural networks, particularly
for computer vision applications focused on camera calibration and characterization.

The improvement in performance can be explained by the following factors intelligent hyperparameter search:

« Optuna employs advanced techniques, such as the Tree-structured Parzen Estimator, to identify optimal hyperparameter

combinations, avoiding less efficient approaches like grid search.

o Reduction of Overfitting and Improved Generalization: Adjustments in learning rate, regularization, and neural network

architecture help minimize overfitting, allowing the model to generalize better to new data.

o Acceleration of Model Convergence: Optimization refined the network’s learning process, ensuring that adjusted weights

minimized prediction errors more efficiently.
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« Optimization of Cost Function and Regularization: The appropriate selection of hyperparameters contributed to a balance

between accuracy and stability, avoiding excessive penalties and ensuring a more robust model.

Efficient hyperparameter optimization is one of the key advantages of Optuna, especially in the context of deep neural networks,
where overfitting can be a significant challenge. Optuna allows the adjustment of regularization-related parameters, such as dropout
rate and L2 regularization, among others. During the optimization process, Optuna seeks hyperparameter combinations that
minimize excessive model complexity, preventing overfitting by avoiding overfitting to the training data. This approach ensures
that the model does not become overly complex or specific to the training dataset, thus promoting its generalization to new data.

Another important strategy for mitigating overfitting is the use of early stopping during training. Optuna enables the integration
of this technique into the optimization process. Early stopping halts training once the model’s performance on the validation data
starts to deteriorate, indicating that the model is beginning to memorize the training data rather than learning general patterns.
This approach prevents the model from continuing to learn spurious patterns from synthetic data, which may not be representative
of real-world data and therefore not generalizable.

Although Optuna does not directly implement data augmentation techniques, in this work, it has been configured to optimize
hyperparameter combinations that incorporate these techniques as part of the training process. Data augmentation exposes the
model to a greater diversity of data variations, such as changes in lighting, zoom, rotation, and distortions, which enhances
the robustness of the model and improves its generalization capability. By adjusting hyperparameters that control the application
of these techniques, Optuna helps reduce overfitting and improves the model’s ability to handle unexpected variabilities.

Furthermore, training with real-world data plays a crucial role in mitigating overfitting. When the model is exposed to data that
represents real-world conditions, such as noise, lighting variations, and other imperfections, it is forced to learn how to generalize
from more complex and variable information. Optuna facilitates model validation under real-world conditions, helping evaluate
the robustness and effectiveness of the model in uncontrolled environments, thereby reducing the likelihood of overfitting to the

synthetic dataset.

Analysis and Testing Using Aerial Imagery Data and Navigation

To comprehensively evaluate the efficiency and robustness of the proposed methodology, experiments were conducted using
aerial trajectories over a previously mapped and orthorectified area. Data were collected with a GoPro Hero4 camera operating
over the same geographic segment (east-west orientation) (Fig. 16). The sensor was mounted on an aircraft equipped with a
GPS-assisted navigation system, with real-time corrections provided by Real-Time Kinematic (RTK) positioning. Monocular
Visual Odometry (VO) was employed to estimate the trajectories, using both calibrated focal length parameters and the nominal
values specified in the respective camera technical manuals. Additionally, geometric distortion rates were estimated through the
calibration solution, as illustrated in Figs. 5 and 9. The estimated trajectories were compared against reference data obtained via
GPS, as shown in Fig. 17 and Table 8.

Source: Elaborated by the authors.

Figure 16. Aerial image datasets with UAV-mounted sensors.
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Source: Elaborated by the authors.

Figure 17. Analysis of the estimated trajectories through direct visual comparison.

Table 8. Performance of tested configurations.

Configuration GPS (m) VO Estimate (m) Final Error (m)
GoPro Uncorrected 964.32 823.13 -135.19
GoPro Corrected 964.32 962.22 2.10

VO: visual odometry. Source: Elaborated by the authors.

The experiment was conducted using the previously described dataset, consisting of flight strips containing aerial images
acquired in a nadir configuration. This setup ensured sufficient overlap between frames, enhancing the robustness of visual
correspondences. The estimated trajectories were qualitatively evaluated through visual comparison, as illustrated in Fig. 10. The
results indicated that the trajectory obtained using the calibrated focal length exhibited higher consistency, with more stable and
homogeneous rotations between frames compared to the trajectory generated with the nominal focal length. Furthermore, the
calibrated trajectory more accurately followed the path recorded by the GPS system dedicated to aerial coverage, particularly in
areas with lower vegetation density and greater topographic detail.

Complementing the qualitative analysis, a quantitative evaluation was performed for the estimated trajectories corresponding to
each focal length value. Table 8 presents the statistical metrics, including the displacement measured by the GPS, the displacement
estimated by visual odometry, and the final error for each flight strip.

Among all configurations, the corrected GoPro setup was the only one to slightly underestimate the actual displacement,
demonstrating the highest fidelity to the reference trajectory. The uncorrected GoPro configuration exhibited significant overestimation,
whereas the corrected GoPro setup achieved near-ideal performance, with a minimal underestimation of only -0.58 m.

Among all configurations, only the corrected GoPro setup achieved an error below 1 m, while all others remained above 25 m.
These results highlight the effectiveness of geometric and focal calibration in enhancing positional accuracy.

The results indicate that the proposed dynamic geometric characterization model, trained and optimized via Optuna
hyperparameter tuning, enhances model robustness and generalization. Additional experiments with diverse sensors and image

characteristics are underway to validate these findings.
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FINAL CONSIDERATIONS

These results indicate that hyperparameter optimization using Optuna has significantly enhanced the automatic characterization
of cameras with deep neural networks. In addition to providing more accurate predictions, this approach reduced the variability of
estimates, making the model more reliable for practical applications. The results also demonstrate that the proposed methodology,
incorporating both geometric and focal calibration, significantly enhances the accuracy and robustness of position estimation
through visual odometry. Further experiments with diverse sensors and image characteristics will be conducted to validate the
generalizability and effectiveness of the proposed model in real-world applications.

Given the success of the methodology with only 10 trials, it is reasonable to infer that a higher number of iterations and the
implementation of the process in a high-performance computing infrastructure could lead to even more significant advancements.
To further enhance the model, several additional strategies should be explored and implemented in future developments, such as:

« Deepening the hyperparameter search: Focusing on parameters that have shown the greatest impact on performance, such

as the number of neurons and dropout rate.

« Refinement of network architecture: Exploring deeper models with regularization techniques, such as batch normalization

and advanced dropout.

« Implementation of ensemble learning techniques: Improving prediction robustness by combining different optimized models.

« Utilization of pruning techniques in Optuna: Accelerating convergence and reducing the need to test ineffective configurations.

In conclusion, the conducted experiments provide evidence that the automatic characterization of cameras using deep
neural networks can be effectively enhanced through efficient hyperparameter optimization. The use of Optuna enabled an
automated and precise process, allowing refined adjustments that maximize model performance, reduce errors, and ensure
greater stability in predictions. This paves the way for applying this approach to more complex scenarios, such as real-time
dynamic characterization for advanced computer vision systems. This will be the main subject of study to be tested in future

research and experiments.
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