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#### Abstract

In this paper, 3-Dsupersonic flow around two types of wings is solved using a new algorithm for shock sensor calculation. A dual-time-stepping implicit method with 2nd-order accuracy is used for time integration of the equations. In each real time step, the non-linear system of equations is solved by iterating in pseudo-time, using a multi-step integration method. A cell-center finite volume scheme is applied to discretize the solution domain. Governing equations are discretized using 2nd-order central scheme of Jameson. Undesirable oscillations are prevented using artificial dissipation terms containing 2nd and 4th-order derivative terms. The second-order derivative term is proportional to shock sensor, which is a function of pressure gradient in general and is devised to capture shock waves correctly. Appropriate calculation of shock sensor is very important especially for the solution of 3-D supersonic flow on unstructured grids. In this study, a simple efficient algorithm is proposed for shock sensor calculation to stabilize solution in supersonic 3-D flows on unstructured grids. The new algorithm, implemented at an in-house code, is evaluated by comparison of its results with wind tunnel test data and upwindtype differencing scheme of Roe for a tailplane model tested at Royal Aircraft Establishment. The results show that supersonic flow with shock waves has been accurately captured.
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## INTRODUCTION

Accurate solution of fluid flow around supersonic vehicles is one of the aerospace engineering concerns. Among the key factors for this purpose is the correct capture of high-gradient phenomena such as shock waves. In order to prevent non-physical oscillations around the shock waves, some numerical methods add artificial dissipation terms to the system of equations. The most well-known among these is the method of Jameson.

The idea of using non-linear viscosity for the numerical simulation of shock waves was introduced by von Neumann and Richtmyer (1950). Jameson et al. (1981) implemented a 3rd-order artificial viscosity and a shock sensor to solve Euler equations in a domain discretized by finite volume method. Jameson and Mavriplis (1986) presented an artificial viscosity that was the combination of 2nd- and 4th-order derivatives. A 2-D structured triangular mesh was used in this paper. At each face of a finite volume, 2 directions were defined. Then, shock sensor was considered proportional to the maximum value of pressure gradients in these 2 directions. This method, however, was not effective in a general 3-D unstructured grid.

Jameson and Baker (1987) developed artificial dissipation terms for 2- and 3-D unstructured grids. In this paper, shock sensor at a node was defined proportional to the pressure gradient at that node. Then, shock sensor on each face of a finite volume was considered to be the maximum one of the 2 neighbor nodes of that face. Results showed that this method was successful for the solution of 2-D flows on unstructured grids. Jameson (1995a,b) further developed previous works and analyzed the effect

[^0]of artificial viscosity on accuracy and convergence of solution. Xu et al. (1995) essentially applied Jameson method to calculate artificial viscosity in a gas kinetic finite volume method for the solution of Euler equation on structured grids.

Most of the mentioned references and many others (Siclari 1989; Siclari and Del Guidice 1990; Jameson 1986; Volpe et al. 1987) in the literature are related to the calculation of artificial dissipation terms on structured grids. Flow solvers using these algorithms capture shock waves correctly in high-speed flow, eliminate oscillations around them, and converge smoothly. However, since these methods use specific directions in space to calculate shock sensor, they cannot be used on unstructured grids. It should be mentioned that artificial dissipation terms have been also introduced in some finite element methods to solve Euler equations in supersonic flows. However, these forms of artificial dissipation terms cannot be used in the context of finite volume cell-centered methods (Barter 2008; Burbeau 2010).

Other than the mentioned literature that discusses the implementation of shock sensor in artificial viscosity, there are other methods that have been introduced for shock capturing in supersonic flows. A quick review of these methods is given next.

Jiang and Shu (1996) presented a new weighted essentially non-oscillatory (WENO) scheme for Cartesian grids. The smoothness indicators of this scheme can be interpreted as a shock sensor (Visbal and Gaitonde 2005). Ducros et al. (1999) developed a new shock sensor, which was more accurate in distinguishing shocks from other flow features, like vortices, and more suitable for unsteady flows. Sjögreen and Yee (2004) presented a new numerical dissipation based on the artificial compression method (ACM) of Harten (1978) and a new shock sensor based on wavelet analysis and multi-resolution method of Harten (1995). Cook and Cabot $(2004,2005)$ presented a new artificial viscosity with spectral-like viscosity, which could damp oscillations near discontinuities without using the shock sensor. Oliveira et al. (2010) introduced a new 2 -step shock sensor, which was able to detect shocks based on the truncation error ratio on the coarse and fine grids and the local flow gradients at left- and right-hand side finite volumes. Cook et al. (2013) extended the Hyperviscosity Method (Cook and Cabot 2005) to unstructured arbitrary Lagrangian-Eulerian (ALE) grids, and Shen et al. (2013) presented a new shock sensor, which, unlike many other shock sensors, is parameter-free and needs no user specified constants.

Against central scheme methods, upwind-type differencing schemes, such as flux-vector splitting of van Leer (1982) and the
approximate Riemann solver of Roe (1981), utilize concepts from the method of characteristics in order to determine the direction of spatial differencing to discrete hyperbolic equations. These schemes have the advantage of being naturally dissipative in contrast to central schemes in which separate dissipation terms are added to overcome oscillations arising in regions of strong gradients. Instead, central schemes are less time-consuming in comparison with upwind schemes.

The purpose of this paper, however, was to develop a new method for shock sensor calculation in artificial viscosity of supersonic flow solvers on unstructured grids. Therefore, other methods, including those in the References section, are not intended here.

In the present study, for discretization of the governing equations, finite volume cell-centered based method is applied. Researches carried out by Stolcis and Johnston (1990) indicated that the isotropic behavior of the shock sensor does not increase the effect of 2 nd-order artificial dissipation near the discontinuities, but increases the level of the 4 th-order artificial dissipation in the zero-gradient areas. This problem has been resolved by definition of non-isotropic shock sensor as a function of special form of pressure gradient on each face of finite volume (Stolcis and Johnston 1990). This shock sensor has made significant improvement in capturing shock waves. Nevertheless, in the present study, we found that the use of this type of shock sensor leads to divergence of solution in supersonic flows on 3D-unstructured grids. Therefore, a new non-isotropic shock sensor and its calculation algorithm are proposed in this paper. In fact, the non-isotropic shock sensor introduced by Stolcis and Johnston (1990) is modified by means of a simple and efficient method to be used in 3-D supersonic flow. Grid information is saved in a face-based data structure which is suitable for the calculation of shock sensor in the algorithm applied in this paper. Comparison of the results obtained in the present algorithm with the experimental data and upwind-type differencing scheme of Roe (1981) illustrates the high accuracy of this algorithm to solve 3-D supersonic flows embedding shock waves.

## EULER EQUATIONS

Euler equations are the limit of the Navier-Stokes equations for vanishing viscosity effects. These equations can be written in the Cartesian coordinate system as:

$$
\begin{equation*}
\frac{\partial \mathrm{Q}}{\partial \mathrm{t}}+\frac{\partial \mathrm{F}}{\partial \mathrm{x}}+\frac{\partial \mathrm{G}}{\partial \mathrm{y}}+\frac{\partial \mathrm{H}}{\partial \mathrm{z}}=0 \tag{1}
\end{equation*}
$$

where: $Q$ is the vector of conserved quantities; $F, G$ and $H$ represent the convective fluxes in the following form:

$$
\begin{align*}
& \mathrm{Q}=\left[\begin{array}{c}
\rho \\
\rho \mathrm{u} \\
\rho \mathrm{v} \\
\rho \mathrm{w} \\
\rho \mathrm{E}
\end{array}\right], \mathrm{F}=\left[\begin{array}{c}
\rho \mathrm{u} \\
\rho \mathrm{u}^{2}+\mathrm{p} \\
\rho u v \\
\rho u \mathrm{w} \\
(\rho \mathrm{E}+\mathrm{p}) \mathrm{u}
\end{array}\right], \mathrm{G}=\left[\begin{array}{c}
\rho \mathrm{v} \\
\rho u v \\
\rho v^{2}+\mathrm{p} \\
\rho v \mathrm{w} \\
(\rho \mathrm{E}+\mathrm{p}) \mathrm{v}
\end{array}\right], \\
& \mathrm{H}=\left[\begin{array}{c}
\rho \mathrm{w} \\
\rho u w \\
\rho v w \\
\rho w^{2}+\mathrm{p} \\
(\rho \mathrm{E}+\mathrm{p}) \mathrm{w}
\end{array}\right] \tag{2}
\end{align*}
$$

where: $\rho, u, v, w, p$ and $E$ denote density, velocity components, pressure and internal energy, respectively.

Euler equations are augmented by the equation of state, which, for a perfect gas, is given by:

$$
\begin{equation*}
\mathrm{p}=(\gamma-1)\left[\rho \mathrm{E}-\frac{\rho\left(\mathrm{u}^{2}+\mathrm{v}^{2}+\mathrm{w}^{2}\right)}{2}\right] \tag{3}
\end{equation*}
$$

where: $\gamma$ is the ratio of specific heat.
Having integrated Eq. 1 over control volume $\Omega$ with boundary $\partial \Omega$, the following equation is obtained:

$$
\begin{equation*}
\frac{\partial}{\partial \mathrm{t}} \int_{\Omega} \mathrm{QdV}+\oint_{\partial \Omega}\left(\mathrm{FdS}_{\mathrm{x}}+\mathrm{GdS}_{\mathrm{y}}+\mathrm{HdS}_{\mathrm{z}}\right)=0 \tag{4}
\end{equation*}
$$

where: $V$ is the cell volume; $d S_{x}, d S_{y}$ and $d S_{z}$ denote components of the outward vector normal to the surface.

The implementation of Eq. 4 to each finite volume (or cell) in the solution domain results in a set of ordinary differential equations (ODE) in the following form:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}}\left(\mathrm{Q}_{\mathrm{i}} \mathrm{~V}_{\mathrm{i}}\right)+\mathrm{R}_{\mathrm{i}}(\mathrm{Q})-\mathrm{D}_{\mathrm{i}}(\mathrm{Q})=0 \tag{5}
\end{equation*}
$$

where: $R_{i}(Q)$ and $D_{i}(Q)$ denote sum of the convective fluxes and artificial viscosity terms on the surfaces of $i^{\text {th }}$ finite volume, respectively. Note that the value of $Q$ used for the calculation of fluxes on the finite volume surface is averaged between its values at the center of finite volume $i$ and the neighbor finite volume of that surface.

Therefore, on the $j^{\text {th }}$ surface of $i^{\text {th }}$ finite volume, $Q$ would be:

$$
\begin{equation*}
\mathrm{Q}_{\mathrm{j}}=\frac{\mathrm{Q}_{\mathrm{i}}+\mathrm{Q}_{\mathrm{k}}}{2} \tag{6}
\end{equation*}
$$

where $k$ indicates neighbor finite volume of the $j^{\text {th }}$ surface of $i^{\text {th }}$ finite volume.

## IMPLICIT TIME MARCHING SCHEME

A dual-time-stepping scheme is employed to solve the non-linear Eq. 5, which is written in the following implicit form:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}}\left(\mathrm{Q}_{\mathrm{i}} \mathrm{~V}_{\mathrm{i}}\right)+\mathrm{R}_{\mathrm{i}}\left(\mathrm{Q}^{\mathrm{n}+1}\right)-\mathrm{D}_{\mathrm{i}}\left(\mathrm{Q}^{\mathrm{n}+1}\right)=0 \tag{7}
\end{equation*}
$$

The 2nd-order backward difference scheme is applied to discretize the transient term. This results in the following equation for each finite volume:

$$
\begin{align*}
\frac{3}{2 \Delta t}\left(Q_{i}^{n+1} V_{i}^{n+1}\right) & -\frac{2}{\Delta t}\left(Q_{i}^{n} V_{i}^{n}\right)+\frac{1}{2 \Delta t}\left(Q_{i}^{n-1} V_{i}^{n-1}\right)+  \tag{8}\\
& +R_{i}\left(Q^{n+1}\right)-D_{i}\left(Q^{n+1}\right)=0
\end{align*}
$$

where: $i=1, N_{c}$, being $N_{c}$ the total number of finite volumes in the solution domain.

The above system of non-linear coupled equations is solved by iterating it in a pseudo-time, called $\tau$, through the following equation:

$$
\begin{equation*}
\frac{\mathrm{dQ}_{\mathrm{i}}}{\mathrm{~d} \tau_{\mathrm{i}}}+\mathrm{R}_{\mathrm{i}}^{*}\left(\mathrm{Q}^{\mathrm{n}}\right)=0 \tag{9}
\end{equation*}
$$

where $R_{i}^{*}\left(Q^{n}\right)$ is the unsteady residual given by:

$$
\begin{align*}
R_{i}^{*}\left(Q^{n}\right) & =\frac{3}{2 \Delta \mathrm{t}}\left(\mathrm{Q}_{\mathrm{i}}^{\mathrm{n}+1} \mathrm{~V}_{\mathrm{i}}^{\mathrm{n}+1}\right)-\frac{2}{\Delta \mathrm{t}}\left(\mathrm{Q}_{\mathrm{i}}^{\mathrm{n}} \mathrm{~V}_{\mathrm{i}}^{\mathrm{n}}\right)+ \\
& +\frac{1}{2 \Delta \mathrm{t}}\left(\mathrm{Q}_{\mathrm{i}}^{\mathrm{n}-1} \mathrm{~V}_{\mathrm{i}}^{\mathrm{n}-1}\right)+\mathrm{R}_{\mathrm{i}}\left(\mathrm{Q}^{\mathrm{n}+1}\right)-\mathrm{D}_{\mathrm{i}}\left(\mathrm{Q}^{\mathrm{n}+1}\right) \tag{10}
\end{align*}
$$

Having known $Q^{n}, 4$-stage Runge-Kutta scheme is used to solve Eq. 9 for $Q_{i}^{n+1}$, which is first initialized by $Q_{i}^{n+1}=Q_{i}^{n}$, and
then the following iteration procedure in pseudo-time, indexed by $m$, is continued until the convergence of $Q_{i}^{n+1}$ is reached.

$$
\begin{align*}
& Q_{i}^{(0)}=\left(Q_{i}^{n+1}\right)^{m} \\
& Q_{i}^{(1)}=Q_{i}^{(0)}-\frac{1}{4} \frac{\Delta \tau_{i}}{V_{i}} R_{i}^{*}\left(Q^{(0)}\right) \\
& Q_{i}^{(2)}=Q_{i}^{(0)}-\frac{1}{3} \frac{\Delta \tau_{i}}{V_{i}} R_{i}^{*}\left(Q^{(1)}\right) \\
& Q_{i}^{(3)}=Q_{i}^{(0)}-\frac{1}{2} \frac{\Delta \tau_{i}}{V_{i}} R_{i}^{*}\left(Q^{(2)}\right)  \tag{11}\\
& Q_{i}^{(4)}=Q_{i}^{(0)}-\frac{1}{3} \frac{\Delta \tau_{i}}{V_{i}} R_{i}^{*}\left(Q^{(3)}\right) \\
& \left(Q_{i}^{n+1}\right)^{m+1}=Q_{i}^{(4)}
\end{align*}
$$

In order to minimize computational time, numerical dissipation term $D_{i}$ is calculated only at the first and third stages of Eq. 11. The real-time step is not restricted in the above scheme, but the pseudo-time step is restricted by the following stability criterion at each finite volume:

$$
\begin{equation*}
\Delta \tau=\min \left[\frac{\mathrm{CFL}_{\mathrm{i}} \mathrm{~V}_{\mathrm{i}}}{\sum_{\mathrm{j}=1}^{\mathrm{Ni}_{\mathrm{i}}} \lambda_{\mathrm{j}}}, \frac{2 \Delta \mathrm{t}}{3}\right] \tag{12}
\end{equation*}
$$

where: $C F L_{I}$ is the Courant number for pseudo-time marching; $j$ denotes the face of the $i^{\text {th }}$ finite volume; $N f_{i}$ is the number of finite volume faces, and

$$
\begin{equation*}
\lambda=u \mathrm{dS}_{\mathrm{x}}+\mathrm{vdS} \mathrm{y}_{\mathrm{y}}+\mathrm{wdS} \mathrm{~d}_{\mathrm{z}} \tag{13}
\end{equation*}
$$

## BOUNDARY CONDITIONS

At the far field, non-reflecting boundary conditions were applied based on the characteristic analysis. On the solid wall boundary, the slip condition needs to be imposed. Pressure value at the solid wall is obtained by extrapolating from their values of adjacent cells.

## ARTIFICIAL DISSIPATION

In this paper, artificial dissipation term is a blend of 2ndand 4th-order differences of flow variables $Q$ with coefficients that depend on the local pressure gradient to prevent the
appearance of high-frequency modes corresponding to odd and even point oscillations and oscillations near the shock waves (Jameson and Mavriplis 1986). For the $i^{\text {th }}$ finite volume, artificial dissipation term is defined as:

$$
\begin{align*}
& D_{i}(Q)=\sum_{j=1}^{N f_{i}} d_{i j}^{(2)}+\sum_{j=1}^{N f_{i}} d_{i j}^{(4)} \\
& d_{i j}^{(2)}=\frac{\varepsilon_{i j}^{2}}{2} \lambda_{i j}\left(Q_{i}-Q_{k}\right)  \tag{14}\\
& d_{i j}^{(4)}=\frac{\varepsilon_{i j}^{4}}{2} \lambda_{i j}\left(\nabla^{2} Q_{i}-\nabla^{2} Q_{k}\right)
\end{align*}
$$

where: subscripts $i j$ denote $j^{\text {th }}$ surface of $i^{\text {th }}$ finite volume; $k$ denotes the neighbor finite volume across the $j^{\text {th }}$ surface of $i^{\text {th }}$ finite volume; $\varepsilon_{i j}^{(2)}$ and $\varepsilon_{i j}^{(4)}$ are adaptive coefficients defined as:

$$
\begin{align*}
& \varepsilon_{\mathrm{ij}}^{(2)}=\mathrm{k}^{(2)} v_{\mathrm{ij}} \\
& \varepsilon_{\mathrm{ij}}^{(4)}=\max \left[\begin{array}{ll}
0 & , \quad\left(\mathrm{k}^{(4)}-\varepsilon_{\mathrm{ij}}^{(2)}\right)
\end{array}\right] \tag{15}
\end{align*}
$$

where: $k^{(2)}$ and $k^{(4)}$ are constants in the range of $\left(0.5<k^{(2)}<1\right)$ and $\left(1 / 256<k^{(4)}<1 / 32\right)$, respectively; $v_{i j}$ is the shock sensor which will be defined later.

The Laplacian operator $\nabla^{2}$ and the scaling factor $\lambda_{i j}$ are defined as:

$$
\begin{align*}
& \nabla^{2} \mathrm{Q}_{\mathrm{i}}=\sum_{\mathrm{j}=1}^{\mathrm{Nf} f_{\mathrm{i}}}\left(\mathrm{Q}_{\mathrm{k}}-\mathrm{Q}_{\mathrm{i}}\right)  \tag{16}\\
& \lambda_{\mathrm{ij}}=\left|\mathrm{u}_{\mathrm{ij}} \mathrm{dS}_{\mathrm{x}}+\mathrm{v}_{\mathrm{ij}} \mathrm{dS}_{\mathrm{y}}+\mathrm{w}_{\mathrm{ij}} \mathrm{dS}_{\mathrm{z}}\right|+ \\
& \quad+\mathrm{c}_{\mathrm{ij}} \sqrt{\left(\mathrm{dS}_{\mathrm{x}}\right)^{2}+\left(\mathrm{dS}_{\mathrm{y}}\right)^{2}+\left(\mathrm{dS}_{\mathrm{z}}\right.}
\end{align*}
$$

where: $c_{i j}$ is the local speed of sound; $\lambda_{i j}$ is the scaling factor calculated from the following equation:

$$
\begin{equation*}
\lambda_{\mathrm{ij}}=\left(\frac{\mathrm{V}_{\mathrm{i}}}{\Delta \tau_{\mathrm{i}}}+\frac{\mathrm{V}_{\mathrm{k}}}{\Delta \tau_{\mathrm{k}}}\right) \tag{17}
\end{equation*}
$$

The isotropic shock sensor $v_{i j}$ is a pressure-sensitive sensor usually defined as:

$$
\begin{equation*}
v_{\mathrm{ij}}=\max \left(\mathrm{v}_{\mathrm{i}}, \mathrm{v}_{\mathrm{k}}\right) \tag{18}
\end{equation*}
$$

where:

$$
\begin{equation*}
v_{\mathrm{i}}=\frac{\left|\sum_{\mathrm{j}=1}^{\mathrm{Nf}}\left(\mathrm{P}_{\mathrm{k}}-\mathrm{P}_{\mathrm{i}}\right)_{\mathrm{j}}\right|}{\left|\sum_{\mathrm{j}=1}^{\mathrm{Nf} \mathrm{f}_{\mathrm{i}}}\left(\mathrm{P}_{\mathrm{k}}+\mathrm{P}_{\mathrm{i}}\right)_{\mathrm{j}}\right|} \tag{19}
\end{equation*}
$$

The term $v_{k}$ can be calculated in a similar manner. A non-isotropic shock sensor was defined for each face as (Stolcis and Johnston 1990):

$$
\begin{equation*}
v_{\mathrm{ij}}=\left|\frac{\mathrm{P}_{\mathrm{i}}-\mathrm{P}_{\mathrm{k}}}{\mathrm{P}_{\mathrm{i}}+\mathrm{P}_{\mathrm{k}}}\right| \tag{20}
\end{equation*}
$$

Flow solvers implementing this shock sensor have been successful in shock wave capturing. On unstructured grids, however, they do not perform well. To resolve this shortcoming, a new algorithm is proposed to calculate shock sensor in the present paper. This algorithm includes the following 3 steps:

- Step 1: shock sensor $v_{i j}$ is calculated on all of the finite volume surfaces within the domain using Eq. 20. The shock sensor calculated in this step is denoted by $N=0$.
- Step 2: shock sensor $v_{i j}$ on each finite volume surface is substituted by the maximum value of $v_{i j}$ with $N=0$ on this face and on the other faces of 2 finite volumes neighbor to this face. This is done for every finite volume surface within the domain. The shock sensor calculated in this step is denoted by $N=1$.
- Step 3: if step 2 is repeated for $v_{i j}$ with $N=1$, then a set of new $v_{i j}$ will be obtained, which we denote by $N=2$. Shock sensors with higher $N$ can be obtained in a similar manner.
For the sake of clarity, these 3 steps are introduced on a 2-D unstructured grid shown in Fig. 1. Assume that step 1 is done and we have $v_{i j}$ with $N=0$ on all of the finite volume surfaces in the solution domain. Now $v_{i j}$ with $N=1$ would be:

$$
\begin{equation*}
\mathrm{v}_{\mathrm{ij}}=\max \left(\mathrm{v}_{\mathrm{ij}}, \mathrm{v}_{\mathrm{i} 2}, \mathrm{v}_{\mathrm{i} 3}, \mathrm{v}_{\mathrm{k} 2}, \mathrm{v}_{\mathrm{k} 3}\right) \tag{21}
\end{equation*}
$$



Figure 1. Edges involved in calculation of shock sensor related to edge $i j$.

Now we have $v_{i j}$ with $N=1$ on all finite volume surfaces within the domain. As mentioned before, if Eq. 21 is implemented for these new $v_{i j}$, one can obtain $v_{i j}$ with $N=2$ on all finite volume surfaces. Note that the method offered by Stolcis and Johnston (1990) is in fact the first step of the present algorithm. In this paper, the following test cases are solved using our in-house code in which the present algorithm is implemented. In addition, the minimum value of $N$ leading to the convergence of solution, denoted by $N_{\text {min }}$, is investigated in each case.

## NUMERICAL RESULTS

In this section, supersonic flow is simulated around Royal Aircraft Establishment (RAE) tailplane (Mabey et al. 1984) and a rectangular wing. The RAE tailplane has panel aspect ratio of 1.2 , taper ratio of 0.27 , leading edge sweep angle of $50.2^{\circ}$ and approximately an airfoil of NACA 64A010.2. For the tailplane wing, lengths are non-dimensionalized with the chord of root. The rectangular wing has panel aspect ratio of 2 and airfoil section of NACA 64A010.2. For this configuration, lengths are non-dimensionalized with its airfoil chord. Initial conditions of the stationary fluid are $\rho=1 \mathrm{~kg} \cdot \mathrm{~m}^{-3}, P=1 \mathrm{bar}$ and $T=300 \mathrm{~K}$.

A tetrahedral mesh is generated around the wings without any additional refinement near the shock. Both wings are located in the middle of the solution domain. The outer boundary of the computational domain, shown in Fig. 2a, is a cube with dimensions of $40 \times 40 \times 40$ root chords on which regular triangular surface mesh is generated. A regular triangular mesh is generated on the wing surface as well. For the RAE tailplane, this grid is shown in Fig. 2b. Grids generated around RAE tailplane and rectangular wing have total finite volumes of 483,245 and 117,030 , respectively.

In this paper, grid properties are stored using face-based data structure. In both test cases, the same values of Courant number


Figure 2. Surface grids on the boundaries of computational domain for RAE tailplane.
in pseudo-time $\left(C F L_{I}\right)$, Courant number in real time ( $C F L$ ), convergence criteria to stop iterations in pseudo-time $\left(E R_{I}\right)$, and convergence criteria to stop iterations in real time $(E R)$ are used. These values are given in Table 1.

Table 1. Details of solution parameters.

| $G F L_{I}$ | CFL | $E R_{I}$ | ER |
| :---: | :---: | :---: | :---: |
| 1.0 | $1 . \mathrm{E}+6$ | $1 . \mathrm{E}-3$ | $1 . \mathrm{E}-7$ |

Supersonic flow around RAE tailplane is simulated under two different conditions: at free stream Mach number (M) of 1.2 and $0^{\circ}$ angle of attack (AOA) as the first case and at free stream M of 1.71 and $0.14^{\circ} \mathrm{AOA}$ as the second case to validate the present algorithm. For the first test case, after 4,045 iterations, solution error defined as $\varepsilon_{r}=\sum_{i=1}^{N c}\left(\rho_{i}-\bar{\rho}_{i}\right) / \rho_{i}$ was reduced to less than $E R$, defined in Table 1 to obtain the converged solution. Note that $N_{c}$ is the total number of cells and $\overline{\rho_{i}}$ is the density at the previous iteration. The minimum number of pressuregradient repetition required for the calculation of shock sensor, $N_{\text {min }}$, was 3 and 5 for the first and second test cases, respectively. For the first test case, pressure-coefficient distribution along the chord at semi-span sections of $\eta$ equal to 14,42 , and $65 \%$ from the root is shown in Figs. 3. Having considered that the present solution is inviscid and viscous effects are not included, the agreement observed between the present results and the experimental data (Mabey et al. 1984) is very good. At position $\eta=65 \%$ near the tip of the wing, however, some deviation from the experiment is seen near the trailing edge. This may be related to 3-D apex and tip effects that are not predicted very well by the present method at $\mathrm{M}=1.2$.

For the second test case, the solution was converged after 3,116 iterations. Similarly, pressure results of the second test case are shown in Figs. 4. Again at each semi-span section pressure-coefficient distribution along the chord is compared with results of the experiment (Mabey et al. 1984). The present results are in excellent agreement with experimental data. Only small differences are observed between these results in both cases, which is not surprising, since we are solving inviscid flow here. Therefore, one can conclude that the present algorithm works quite well on unstructured grids.

As seen, $N_{\text {min }}$ increases with Mach number. To investigate this variation, the tailplane case was simulated for higher Mach number of 2.0. The solution was converged after 13,720 iterations, and the results of this case were obtained with $N_{\text {min }}=7$. As seen, $N_{\text {min }}$ has been increased again with Mach
number. Note that pressures are non-dimensionalized by free-stream pressure.

Following these results, it would be interesting to see if $N_{\text {min }}$ increases with Mach number in other configurations, such as rectangular wing. Therefore, supersonic flow at Mach numbers of $1.2,2.0$, and 2.4 over a rectangular wing at $0^{\circ}$ AOA is solved using the present algorithm. In these cases, solutions were converged after 3,875, 2,623, and 2,024 iterations, respectively. As a sample of results, the distribution of pressure coefficient along the chord in the mid-section of this wing at $M=2.0$, compared with upwind scheme of Roe (1981) for identical grids, is illustrated in Fig. 5. As shown in this figure, a good agreement has been achieved between


Figure 3. RAE tailplane at $M=1.2$ and $A O A=0^{\circ}$. Comparison of pressure coefficient with experimental data (a) $\eta=14 \%$, (b) $\eta=42 \%$, (c) $\eta=65 \%$.
the upwind scheme of Roe (1981) and the present scheme. $N_{\text {min }}$, which led to the convergence of solution for Mach numbers of 1.2, 2.0, and 2.4, is given in Table 2. One more time, its


Figure 4. RAE tailplane at $M=1.71$ and $A O A=0.14^{\circ}$. Comparison of pressure coefficient with experimental data (a) $\eta=14 \%$, (b) $\eta=42 \%$, (c) $\eta=65 \%$.


Figure 5. Pressure coefficient along the chord in the middle of rectangular wing at $\mathrm{M}=2.0$ and $\mathrm{AOA}=0^{\circ}$.
values have increased with Mach number. The increase in $N_{\text {min }}$ should be due to the addition of non-linearities and flow gradients with Mach number in flow regions, such as the shock waves.

Table 2. Variation of $N_{\text {min }}$ with Mach for the rectangular wing.

| Mach Number | 1.2 | 2 | 2.4 |
| :---: | :---: | :---: | :---: |
| $N_{\min }$ | 0 | 6 | 10 |

The effect of $N$ on the solution convergence is investigated as well. For this purpose, convergence rate of solution for rectangular wing at $\mathrm{M}=2.0$ and $\mathrm{AOA}=0^{\circ}$ is plotted versus the iteration in one real-time step (Fig. 6). Because of the implicit treatment, the solution is obtained in one large real-time step, and the error is plotted versus pseudo-time iteration in this figure. According to Table 1, the minimum error to stop iterations in pseudo-time is $10^{-3}$. As seen in Fig. 6, the solution convergence is achieved for $N$ not less than 6.0. It is quite interesting that, regardless of the $N$ value, the minimum error is achieved after about 2,600 pseudo-iterations. One should know that the cost of computation in each iteration increases with $N$. In addition, the results show that the error reduction becomes more monotonic at higher $N$ values.

Obviously, a 3-D oblique shock wave will be formed in the front of RAE tailplane in $\mathrm{M}=2.0$ and $\mathrm{AOA}=0^{\circ}$. It is not an easy task to depict this shock wave, since it is both oblique and 3-D. The strongest segment of this shock wave can be seen in a plane parallel to the free stream flow. As shown in Figs. 7 and 8, non-dimensional pressure and Mach contours on this plane obtained from the present method are compared with the results of upwind scheme of Roe (1981). Note that both results are obtained on the same grid. Contours of both methods confirm formation of oblique shock wave in the


Figure 6. Effect of $N$ on the rate of convergence with iteration at the first real-time step for rectangular wing at $\mathrm{M}=2.0$ and $A O A=0^{\circ}$.
leading edge region. Since flow behind the oblique shock slips in the spanwise direction along the leading edge, pressure and Mach do not reach their values at stagnation point. The results presented in these figures show that the oblique shock wave is captured thinner and in a location closer to the leading edge in the present method. This observation is quantitatively


Figure 7. Non-dimensional pressure contours on a plane parallel to the free stream flow for the RAE tailplane at $M=2.0$ and $A O A=0^{\circ}$.


Figure 8. Mach contours on a plane parallel to the free stream flow for the RAE tailplane at $\mathrm{M}=2.0$ and $A O A=0^{\circ}$.
demonstrated in Figs. 9, in which non-dimensional pressure and Mach number variations are plotted along a line parallel to the free stream from the leading edge $\left(L / C_{r}=0\right)$ towards the upstream at different semi span positions. $L$ is the distance from leading towards the upstream and $C_{r}$ is the wing chord at its root. As seen in these figures, the location where gradients of pressure and Mach start is closer to the leading edge in the present method. The difference between the results of the present method and those of the Roe (1981) method is due to the order of methods in space. The present method is 2nd-order in space, but Roe (1981) method is 1st-order in space.


Figure 9. RAE tailplane at $\mathrm{M}=2.0$ and $A O A=0^{\circ}$. Nondimensional pressure and Mach number variations along a line parallel to the free stream from the leading edge $\left(\left(L / C_{r}=0\right)\right.$ towards the upstream. (a) $\eta=90 \%$, (b) $\eta=50 \%, \eta=10 \%$.

## CONCLUSION

In this paper, 3-D supersonic flow around 2 types of wings is solved on unstructured grids using a new algorithm for shock sensor calculation. This shock sensor, which is based on repetitious calculation of pressure-gradient, is very effective in capturing shock waves without oscillations, leading to a stable and converged solution. The present algorithm is a modified version of the method introduced earlier in the literature. Face-based data structure is used here, since it is compatible with the data required for the shock sensor calculation. To validate the present algorithm, its results are compared with the experimental data and the results of Roe (1981) upwind
scheme. A comparison shows that the present algorithm predicts shock waves and the supersonic flow fields accurately. Analysis of the results indicates that the minimum number of pressure-gradient repetition required for the calculation of shock sensor in the present algorithm increases with Mach number at least for the 2 types of wings tested here.
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