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A Transforming Scenario: the New 
Space Agenda 
Tessaleno Devezas1

I believe that most coevals of my generation, the so-called ‘baby-boom’ generation, living as teenagers in the 1960s, have imagined 
that at the dawn of the 21st century we were witnessing a very lively space flight era, with manned space stations and human 
colonies on the Moon and even on Mars. Every teenager at that time, witnessing the ‘live transmission’ of men walking on 

the Moon, has certainly dreamed of this possibility, and Kubrik’s and Arthur Clarke’s 2001 – A Space Odyssey (produced in 1968) 
represented the incarnation of this hopeful future. But later, in the 1990s, as mature adults, the idea came to those minds 
that the Earth seemed to have stood still – at least with regard to space activities. What happened?

What is known today as the ‘Space Race’ began suddenly in the 1950s and has grown explosively during the following two 
decades, but decreased steadily after the 1970s. There were many reasons for the twilight of space activities observed after this 
date, among them we can mention the onset of the worldwide economic crisis triggered by the ‘oil crisis’ of 1972, diminishing 
space budgets, the gradual innovation process, technological barriers, the end of the Cold War, and perhaps the most important 
one – the absence of market forces. An extensive analysis of these causes was recently offered in a paper of mine in collaboration 
with my co-workers at the Technological Observatory of the IAE - DCTA (Devezas et al. 2012). But in the same publication we have 
demonstrated that, after the 1990s, however, we are witnessing a shy rebirth of space-related activities, with characteristics 
very different from that imagined by futurists active in the 1960s and 1970s. What means this recovery? Are we witnessing the 
burgeoning of a new space race?

During the space race that characterized the onset and further development of space exploration, the rules of the game, as stated 
above, were not dictated by the market. Now things are changing, and with the entry at the stage of several other players, the strong market 
forces are showing their strength. The exciting news for space enthusiasts is that the space sector is experiencing nowadays important 
changes with two major characteristics: firstly a transition from an exclusively government-led to a new market-oriented space exploration 
activity, where private enterprises are increasingly involved, and secondly the participation of several nations struggling for a place in the 
new space scenario, leaving behind the old fashioned one leaded by incumbent world powers that dominated this field in past decades. 

The former constitutes perhaps the most striking aspect of modern aerospace activities, which gave birth near the end of the 
1990s to the umbrella term ‘NewSpace’ (Bizony 2014; Lindsey 2009) which designates the emergent private spaceflight industry, 
a community of relatively new aerospace companies working to develop low-cost access to space and/or spaceflight technologies, 
and advocates a new space policy. These two features have given rise to a complex game of interests in the space sector, with the 
participation of several new players (or agents), nations and private companies, and that still lacks a clear definition of rules that 
shall better direct the future development of this sector. 

The recent dramatic increase in the number of companies engaged in space activities led to the common usage of the phrases ‘new 
space companies’ and ‘entrepreneurial space’, or most commonly ‘NewSpace’ as stated above, intended to designate a new approach to 
space development that differ significantly from that taken by NASA and the mainstream aerospace industry. This new group of private 
enterprises is characterized by seeking the cheaper development of launch systems (Stern 2013) and/or space technologies principally 
with private funding, with only secondary or no involvement with government spaceflight programs and contractors. Traditional 
private companies that conduct aeronautical efforts, such as Boeing or Lockheed, are generally not considered part of NewSpace 
due to their heavy reliance on NASA development funding and military space programs as part of their business model. In some 
measure, NewSpace companies are still dependent on NASA, often participating in projects such as Commercial Orbital Transportation 
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Services, a NASA program established in 2006 to coordinate the delivery of crew and cargo to the International Space Station by private 
companies. But generally speaking NewSpace companies tend to focus primarily on consumers in the private sector. It is worth pointing 
out the existence to date of about a hundred of such enterprises, some of them have not yet really started commercial activities. Recent 
extrapolations of the trend curve point to a probable total of about 200 active private companies around 2030 (Ribeiro 2015).

As mentioned above the other major group of new actors in the new environment of space activities consists of the growing number 
of nations entering the stage. As spacefaring nations we understand those nations capable of independently building and launching craft 
into space. The list of spacefaring nations grew from just two in the middle of the last century to about 13 today, namely: Russia, USA, 
China, UK, France, Canada, Japan, India, Israel, Ukraine, Iran, North Korea, and South Korea. But far more significant is the growing 
number of nations with satellites (mainly communications, but not only) placed in orbit. This number grew from just 4 in 1962, the year 
in which UK and Canada entered the club of spacefaring nations, to 82 today. Evidently, this number includes not just those nations that 
did it with their own launching capabilities, but also those that used launching means of the spacefaring nations. 

Returning then to our question: are we witnessing now a new space race? Probably not. This time is different, we do not have 
now the rush factor, there is not the desperate objective to come first. What we have is simply a redesigned configuration of the 
space scenario that certainly can be defined as the New Space Agenda for the first half of the 21st century.

Undoubtedly, this new agenda appears as an excellent opportunity for companies focused on space activities, and this is even 
better if the nations that are at their home have technological skills for the deployment of craft in space. I was recently surprised 
by the news that the next nation to enter the exclusive club of spacefaring nations will be Argentina, which expects to gain space 
access in 2016 through the development and flight qualification of its launching vehicle project Tronador II.

It follows then the natural question: what is our position (Brazil) on this agenda and in this new scenario? What are our real 
chances to achieve in the near future the goal set about four decades ago of becoming a spacefaring nation? Obviously it is not my 
purpose in this editorial to analyze, let alone provide an answer to this disturbing question. But I would like to call the attention 
of our readers to an article published this year in the pages of Space Policy, with the suggestive title: “Brazil’s space program: 
dreaming with its feet on the ground” (Moltz 2015). Indeed, a must read!

The author, a researcher at the well-known Department of National Security Affairs of the Naval Postgraduate School (Monterey, 
CA), starts his reasoning with the sad (to us) statement that Brazil, placed among the world’s top ten economies, is the only country 
that lacks either a national space launch capability or membership in a space-capable regional body like ESA. Still more vexing is 
our insignificant (regarding space capability) last place among the BRIC countries. The author also offers an interesting analysis 
of the factors that have held back Brazil in this field, some of which continue to influence its police today: apart from the obvious 
‘inadequate funding’, but also and importantly, ‘conflicting organizations, poorly handled foreign relations, and an unclear vision for 
Brazil’s place in space’. The picture that the author paints about the complex path that Brazil must tread toward becoming an effective 
member of the restrict club of spacefaring nations constitutes an excellent array of food for thought.

But fortunately not everything we see in the panorama of Brazilian space activities is so negative. I am witness of brilliant 
initiatives that give us great hope for the future, and wish to highlight the important role that the JATM has played in this 
context, a journal of high scientific and editorial quality, now indexed in Scopus among other few publications in the aerospace 
field, and recently upgraded by CAPES as B2 publication. I wish to congratulate the editorial board of JATM for this success, 
which constitutes an inestimable contribution to enhance Brazilian visibility in the new space agenda.
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Abstract: Birds are known for their agility, manoeuvrability, 
and flexibility during flight. These features allow their ability to 
fly under a large range of flight conditions. Bio flyers and bio 
aerodynamic/fluid surfaces have inspired many to perform 
experiments and simulations as well as to relate their results 
to engineering applications. Wings specifically have been the 
most inspirational element. Aerodynamic forces, structure, 
unsteady flow, fluid-structure interaction, flow control, flow 
adaptive elements and mechanisms, flow vortices, flapping 
mechanisms, and hovering flight of birds are examples of 
research interests. This paper presents an overview of prior 
analyses and experiments on the aerodynamic performance and 
mechanical properties of birds in steady non-flapping flight. 

Keywords: Flexibility, Porosity, Aerodynamics, Birds, Feather.

A Review on Aerodynamics of Non-
flapping Bird Wings
Mohammed Abdulmalek Aldheeb1, Waqar Asrar1, Erwin Sulaeman1, Ashraf Ali Omar2

Introduction

Recently, the need for micro air vehicles has resulted in an 
increase in the attention to bird flight and in the study of their 
performance as they fly at low Reynolds numbers (Carruthers 
et al. 2010). It is very important to seek the viable aspects in 
studying natural flyers that can be implemented in practical 
applications such as wing aerodynamics, structure and control, 
as noted by Jacob (1998). 

Aerodynamics of bird airfoils and wings is classified into 
three categories. First, the analysis of airfoils/wings of birds 
as a fixed rigid body; second, birds airfoils/wings in flapping 
phase; and third, flexible airfoils/wings in non-flapping flight. 
Bird wing structure is another focus found in some studies in 
which the feathers bend and twist under aerodynamic forces. 
Therefore, establishing their mechanical properties leads to an 
understanding of their influence on aerodynamic performance 
as studied by Bachmann (2010), Bonser and Purslow (1995), 
Jacob (1998), Macleod (1980), Purslow and Vincent (1978). 
Also, movement and vibration of feathers play a role in flight 
control as mentioned by Brown and Fedde (1993) and Jacob 
(1998), influencing aerodynamic performance. Adaptive wings 
improve efficiency, manoeuvrability, control, weight and cost 
(Jacob 1998). 

Natural flyers are difficult to study experimentally due to 
the complexity in their structural surface, control and agility 
in manoeuvring (Shyy et al. 2008). The wing structure, surface 
flexibility, flexibility of feathers, vane and surface hair are a huge 
challenge to mimic. Another challenge is that the fluid motion 
is unsteady and has many different phases as the birds’ flap bend 
and wings move based on the flight conditions. A challenge is 
that the scaling of both fluid dynamics and structural dynamics 
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These aeroelastic devices seem to be used for flow control to 
enhance unsteady manoeuvres. However, these suggestions are 
based on visualization of a flying bird and were not determined 
through experiments. 

Aerodynamics of Bio 
Wings/Airfoils

Extensive research on airfoil shape, unsteady flow analysis, 
structure and control is required for adaptive wing development 
where such applications are feasible in practical applications 
such as micro air vehicles (MAVs) (Jacob 1998). 

The drag on bird airfoils is almost constant over a range of 
lift coefficients, as found by Carruthers et al. (2010), where the 
aerodynamic performance of reshaped 2-D airfoil of Eagle wing 
was analysed at Reynolds number of 1 × 105 < Re < 2 × 105.  
However, Withers (1981) found that bird wings have high 
drag coefficient (0.03 – 0.13), which results in low minimum 
lift-to-drag (L/D) ratio as experimented on a dried bird wing at  
Re = 1 × 105 – 5 × 105. Bird wings do not perform as good as 
conventional airfoils and have low efficiency (Carruthers et al. 
2010; Withers 1981). However, this comparison has been made 
between high Reynolds number airfoils and low Reynolds number 
bird wing airfoils, which makes this comparison questionable. 
On the other hand, bird wings have the advantage of performing 
at a wide range of angles of attack. (Carruthers et al. 2010) used a 
2-D airfoil reconstructed from a 3-D scanned wing of a free flying 
Eagle. However, the 3-D scanning was performed at a single instant 
of pitching manoeuvre and it represents a single flight phase of 
the bird. Birds have high lift devices that increase the lift at a 
high angle of attack (Usherwood 2009), and bird wings with 
low lift coefficients have low drag coefficient and vice versa 
(Withers 1981).

Barn Owls and Pigeon wings were experimentally studied 
by Bachmann (2010) who found that Owls have thicker airfoils 
than Pigeons, which allows Owls to fly at low speed. On the other 
hand, Pigeons need to beat their wings faster, which leads to 
a higher speed, but they are noisier compared to Owls (Bachmann 
2010). Owl’s feathers absorb the sound that makes them less noisy 
compared to other birds and they fly almost silently (Chen et al. 
2012; Geyer et al. 2014). Pressure distribution on bird’s wing 
shows that they can be treated using conventional airfoil theory at 
low Reynolds number as determined by Withers (1981). Thin 
airfoils with Gottingen-like wing camber are more suitable for 

MAVs compared to dragon fly wing camber as they produce 
high L/D ratio, and swept-back leading edge wing increases 
the performance of MAVs (Lin et al. 2007).

Usherwood (2009) estimated lift coefficients of dried and 
replica Pigeon wing using direct measurement of forces 
and mapped forces of pressure distribution. The lift coefficient 
was found to be 1.64 and 1.44 for dried and replica surfaces, 
respectively (these values do not represent the actual live bird’s 
wing as its shape changes based on aerodynamic forces).

Bechert et al. (2000) described techniques of reducing wall 
shear stress to control boundary layer separation using 
different surface riblets consisting of biological surfaces such as 
shark skin replica, plastic model scales, hairy surfaces and 
surfaces where no-slip condition can be controlled.

Chen et al. (2013, 2014) studied the effect of bird wing 
herringbone riblets on drag and compared them to conventional 
micro-grooves (riblets). The result shows a drag reduction 
16 – 20% higher than in the traditional riblets; moreover, optimal 
angle between herringbone riblets is about 60°. 

The drag on a bird’s body is proportional to its mass; as the 
mass increases, the drag increases as studied by Pennycuick 
et al. (1988) on frozen waterfowl bird. The body drag coefficients 
were estimated to be 0.25 to 0.39 at Re = 145,000 – 462,000. Lift 
and drag coefficients decrease with increase in flight velocity 
in bound flight as experimented by Tobalske et al. (2009) on 
Zebra Finch. The lift and drag coefficients decrease from 1.19 
and 0.95 to 0.7 and 0.54 as the velocity increases from 6 to 
10 m/s. The lift coefficient decreases significantly as the dihedral 
angle increases, drag and side forces change significantly by 
the large dihedral angle that leads to change in the rolling and 
yawing moments and results in unstable changes of aerodynamics 
parameters as studied by Sachs and Moelyadi (2010). 

Porous Wings
Porosity is present in bird wings where the flow can penetrate 

between/through feathers. Air transmissivity of feathers was 
studied by Muller and Patone (1998) from the ventral to dorsal 
direction and vice versa. It was found that both directions 
have a small difference in air transmissivity that is about 10%. 
However, significant difference occurs in air transmissivity 
between inner and outer feather vanes.

Mazellier et al. (2012) experimented free-motion flexible-
porous flaps mounted on a bluff body and found a reduction in 
drag by 22%. These flexible flaps move and vibrate through the 
aerodynamic forces. The displacement and vibration frequency 

between smaller natural flyer and practical flying hardware/lab 
experiment (larger dimension) is fundamentally difficult (Shyy 
et al. 2008). A study of wings with flexible and porous surfaces 
has not been performed yet. Figure 1 shows a dorsal view of a 
bird wing planform with its nomenclature that highlights the 
complex geometry of the multilayer planforms with different 
functionalities for each layer and sublayer components. Figure 2 
describes the sublayer component structure that exposes the 
nature of the non-prismatic, flexible slender beam structure 
with flexible connections.

Mechanism/Morphology
A feather consists of a shaft and vanes (Fig. 3). The inclination 

of the barbs makes the vane more resistant to aerodynamic forces 
from its lower side than upper side (Fig. 4). Vanes of a feather 
are not equally distributed on the shaft. One vane is larger than 
the other side of the feather’s shaft, which creates moment on a 
single feather about its shaft. However, multiple feathers overlap 
resulting in zero moment (a small tilting moment occurs due 
to the flexibly of the feather) (Muller and Patone 1998). 

Mechanical behaviour of wings is affected by differences 
in morphology and function of feathers. The outer primaries 

are more resistant to forces than inner primaries, especially at 
the tip, and the outermost primary acts as a reversible airfoil 
during take-off (Ennos et al. 1995). Tip feathers of a bird’s 
wing reduce the drag by allowing air to pass thorough and use 
tip reversal upstroke (Crandell and Tobalske 2011).

Mechanoreceptors — alula receptors, convert feather 
receptors and secondary feathers receptors — (Fig. 1), associated 
with feathers, function as flow sensors. The discharge frequency 
of mechanoreceptors is produced by dorsal elevation of coverts, 
which is related to the elevation of the angle of attack. They 
detect flow separation point, predict the upcoming flow stall 
point and measure the airspeed on surface using frequency 
vibration as noted by Brown and Fedde (1993). 

Wing alula makes the underwing coverts deployment closed 
with wing sweep during pitch-up manoeuver and is protected by 
passive peeling coming off from its tip (Carruthers et al. 
2007). The aeroelastic devices were also examined in the Eagle 
wing using a video camera at a high speed of 500 frames per 
second placed on the upper wing to analyse the deflection of 
underwing coverts in outdoor and indoor perching sequences. 
Carruthers et al. (2007) concluded that underwing coverts 
operate as a high lift device and the alula functions, as strakes. 

Figure 1. Topography of a Pigeon wing (dorsal view on a 
separated Pigeon wing; Bachmann, 2010). The numbers 
represent location of feathers in the wing.
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Figure 2. Diagrammatic section of a bird wing at the lower 
arm level. The shaded area indicates the impervious parts of 
the extremity (Muller and Patone 1998). Figure 4. Characteristic of bird feather (Chen et al. 2013).

Figure 3. Inner and outer vane of feather (Bachmann 2010).
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of the flaps is a function of Reynolds number. However, the 
properties of flexibility and porosity was not specified, and 
the study aimed to analyse drag reduction based on changing 
Reynolds number and the frequency produced by the flap 
flexibility regardless of its elasticity value. Yang and Spedding 
(2013) made 180 small cavities using holes of 0.5 mm diameter 
on the upper surface of an Eppler 387 wing to use acoustic 
resonance which changed the aerodynamic performance; the lift 
coefficients increased from 0.7 to 1, and the drag reduced by 10% 
at Re = 60,000. At a transitional phase, where Re = 40,000 and 
the angle of attack ranged from 0 to 9, the L/D ratio was higher 
compared to the same wing without holes. The improvement in 
lift coefficient occurs due to the flow turbulence inside the hole 
cavities. However, the study was concerned about resonance 
effect and not the effect of porosity.

Iosilevskii (2011) analytically studied thin wing membranes 
segmented into forward solid and aft porous parts. The 
aerodynamic centre moves non-uniformly to the quarter chord 
position of the forward section with increase in permeability 
and leads to a decrease in lift slope. The permeability depends 
on wing construction and on the flight conditions (it increases 
with velocity). This analytical model needs to be experimentally 
verified: an experiment with different permeability values, from 
low to high, and also at different Reynolds numbers, would 
prove this analytical model. The seepage flow through the wing 
reduces the lift slope and creates drag, which can be limited if 
the aft part width is less than the chord length (Iosilevskii 2013). 

Bae et al. (2012) used CFD to study the effect of porosity 
on a trailing edge of a 2-D flat plate at Re = 1,000. They applied 
numerical penalization method with different porosities and 
predicted the relationship between pressure drop and flow 
velocity compared to numerical flow simulation of a non-porous 
2-D flat plate. The results showed a reduction in drag and lift 
due to passive flow suction and blowing on the surface. Porosity 
has a significant impact on aerodynamic performance if the 
proper value of permeability is selected. Study on a 3-D model 
is yet to be performed, and the criteria for the correct selection 
of surface porosity are unknown.

Fluid-Structure Interaction
Any change in the structure, such as vibration, deformation 

or movement due to aerodynamic forces, falls under 
fluid-structure interaction (FSI) analysis. There are two types 
of FSI: one-way FSI and two-way FSI. One-way FSI changes 
the fluid’s behaviour due to change in structure by controlled 

deformation, displacement or vibration. Two-way FSI is defined 
as changes in the structure because of aerodynamic forces and, 
then, a change in the aerodynamic behaviour due to the changes 
in the surface structure caused by the flow itself.

Bird wings are flexible, and the airfoil profile changes with 
aerodynamic forces and flight conditions. Therefore, the study of 
FSI is significant to understand its impact on flight performance 
(Gursul et al. 2014; Klän et al. 2009; Rojratsirikul et al. 2009).

Passive Control of Flow
Elasticity of feathers, wing coverts, surface velvets and 

feather mechanoreceptors are passive devices for flow control 
and aerodynamic force adjustment to the flight conditions as 
discussed by Brücker and Weidner (2014). The elasticity of the 
feather shaft helps the flow to stabilize and allows the bird to 
control the flow during different phases of flight (Bostandzhiyan 
et al. 2008).

Velvet-like surfaces on bird wing force the flow to reattach 
and delay the stall for a longer period at high angle of attack 
(Brücker and Weidner 2014; Klän et al. 2009; Winzen et al. 
2013). A significant difference is present in the shear-layer roll 
up process, where it remains almost normal and locked for a 
longer period in the case of airfoils with adaptive hairy flaps 
while there is a rapid increase in the separation region in clean 
airfoil (Brücker and Weidner 2014).

Flaps and slats of airfoils are other devices used to improve 
the aerodynamic performance. There are two types of flaps: 
controlled flaps, used in aircraft, and passive flaps, as in bird 
wings. Flaps improve the aerodynamic performance and delay 
the stall at high angle of attack (Schatz et al. 2001; Schluter 
2010). Numerical study on moveable flaps to control the flow 
separation shows a reduction in drag by 10% and an increase in 
lift by 10% at high angle of attack (Schatz et al. 2001). However, 
Schluter (2010) used a water tunnel at Re = 300,000 – 40,000 
to analyze the effect of self-activated movable flaps of a 2-D 
wing mounted on the top surface near the trailing edge. When 
the flap is of 0.2c length at x/c = 0.6, the lift increased by 50%. 
When another flap is added at x/c = 0.8c, with length of 0.2c, 
there is no improvement in the lift. On the other hand, when 
the flap size length increased to 0.4c at the same location, the 
lift increased by 15% only. However, number of flaps, size and 
location still need to be analysed comprehensively in a wide 
range to arrive carefully at an optimum solution. Wang and 
Schlüter (2012) performed experiments on a 3-D wing with 
self-activated flaps using wind tunnel at Re = 4 × 104. The study 

compared a set of flaps (1 to 4), at different positions along the 
chord and span. Authors claimed that a single flap performs 
best. Also, downwash force can be reduced by shortening the 
span of the flap. It was also determined that self-movable flaps 
perform best when they cover 80% of the wing span with width 
of 0.3 of chord and are located at 0.7 of chord measured from 
the leading edge. More studies have to be undertaken to obtain 
an optimum solution. 

Another device in bird wings is the leading edge slat (Alula) 
which acts as a spoiler; it increases lift and stall angle of attack 
as simulated by Ge et al. (2013) on a 2-D section of a bird wing. 
However, the leading edge slat in birds (Alula) does not cover 
all the leading edge but a portion of it. In the mentioned study, 
natural flaps were replaced by artificial flaps to represent high 
lift systems, enhancing the maximum lift by 20%.

Unsteady flow structure and oscillating airfoil were 
simultaneously measured and compared to a fixed airfoil 
by Gursul et al. (2014) and Rojratsirikul et al. (2009). The 
fluctuation of airfoil was investigated as a function of the angle 
of attack, and it was found that flow generates rolling vortices 
on the top surface in case of a vibrating structure that delays 
the stall at a higher angle of attack  (Rojratsirikul et al. 2009). 
The lift coefficients for a flexible wing were found to be higher 
than the coefficients for a rigid wing at sweep angle of 40 – 55°. 
If the sweep angle is more than 55°, the lift coefficient for a 
flexible wing becomes less than the coefficient for a rigid wing 
(Gursul et al. 2014).

The influence of aerodynamic forces on the large flexibility of 
a wing was examined experimentally in a wind tunnel using an 
elasto-flexible wing of a pre-stressed membrane by Béguin and 
Breitsamter (2014), who found that the aerodynamic forces deform 
the wing surface and adjust camber based on the aerodynamic 
conditions when experimented in a large flexible wing. However, 
the question that remains unanswered is the modulus of 
elasticity selection criteria or the range/criteria of the aeroelastic 
non-dimensional parameter. Numerical simulations on segmented 
airfoil show an increase in the lift of up to 39% near the stall angle 
(Hefeng et al. 2015). Three-segmented flexible airfoils produce 
better results than other segmented configurations. However, 
further studies on segmented airfoils are needed to find out if 
equal segments on airfoil surface result in optimal performance 
or not. Furthermore, experimental data could lead to validated 
simulation results.

The ability of a flow to vibrate flexible membranes was 
tested by Genç (2013) on 2-D and 3-D low aspect ratio wings; 

2-D membrane wings vibrate more than 3-D wings because 
of the absence of tip vortex in 2-D wings that allows the shear 
layer to get closer to the surface. The largest deformation of the 
flexible membrane occurs near the tip due to the tip vortices. 

Flexible surfaces perform aerodynamically better than rigid 
surfaces; they delay the separation at a high angle of attack and 
can be used as passive control (Du and Sun 2010; Genç 2013; 
Gursul et al. 2014; Hefeng et al. 2015; Rojratsirikul et al. 2009).

Bird Wing Tip/Winglet
Winglets are devices to reduce the induced drag, and, in 

birds, they are flexible. Wing tip feathers of birds are considered 
to be winglets and they are flexible with spiral multi-feather 
elements. Bird wings are considered as non-planar, and a 
basic theory of non-planar systems is given by Cone Jr (1962) 
to determine the minimum induced drag and lift that can be 
expressed regarding aspect ratio and vortices distribution. A 
spiroid winglet was introduced by Guerrero et al. (2012) and 
was found to increase the lift and its slope by 9% .The L/D 
ratio improved by approximately 7%. However, it increased 
the parasite drag due to increase in surface area as well as 
interference drag. On the other hand, the spiroid winglet used 
by Guerrero et al. (2012) does not represent the bird winglet 
in terms of shape and flexibility.

Eder et al. (2015) estimated the induced drag factor of 
free-flying White Storks by calculating bird speed versus wing 
loading and aspect ratio. The induced drag factor ranges from 
0.7 to 0.96 at lift coefficients of 1.2 – 1.6.

Tucker (1993) compared three types of wingtips: feathers 
of Harris’ Hawk, slotted tip made of balsa wood and shaped as 
Clark Y airfoils and unslotted Clark Y wingtip mounted on a 
base wing. Feathers on the tip of bird wings reduce the drag ratio 
by 105% as the angle of attack increases from 4° to 14°. On the 
other hand, the L/D ratio of slotted balsa wing tips increased by 
49% whereas the L/D ratio of unslotted Clark Y increased 
by 5% only. As the angle of attack increases from 0° to 15°, the 
drag increased by 25% in unslotted Clark Y and decreased by 
6% in wing with feathers tip. The total drag of wing with feathers 
decreased by 12% compared to other wings. However, the bird 
feathers are flexible and bend at airspeed — these affect even 
the shape of the feather. Flexibility and shape of the wing tip 
feather under aerodynamic forces cause difference in L/D ratio 
and drag reduction. 

Tucker (1995) investigated the effects of Harris’ Hawk 
wing tip feathers (Fig. 5) on induced drag factor and compared 
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them to the same wing tip but with clipping of the feather tip. 
The tests were performed in a wind tunnel for a free gliding 
Hawk at speeds from 7.3 to 15 m/s. The induced drag factor of 
unclipped feathers is about 0.56 and increased to 1.1 in clipped 
feathers. Thus, it has been verified that bird wing tip feathers 
cause a reduction in drag.

was done using active control, it shows the effect of surface shape 
on aerodynamic performance, which is similar to the case of 
birds, since their wing surfaces are flexible and can be morphed 
to accommodate the varying flight conditions during different 
flight phases, producing maximum aerodynamic performance. 

Aerodynamics of Gliding Flight
Gliding is flying without flapping the wings, and birds use 

gliding mode to save energy (Videler and Groenewold 1991). 
Birds adjust their wing span in gliding to have enough lift 
and fly at a certain glide angle to keep them aloft (Tucker and 
Parrott 1970; Zahedi and Khan 2007). Gliding is described as 
the relationship between bird wing speed and airspeed. There 
are two types of gliding: static, in which birds depend on 
the upward wind velocity, and dynamic, where the birds use the 
changing axial airspeed to stay aloft (Tucker and Parrott 1970). 
Zahedi and Khan (2007) studied theoretically the wing taper 
factors for birds. The model was developed from three birds 
(Jackdaw, Harris’ Hawk and Laggar Falcon) to estimate the taper 
factor of their wings which are 1.8, 1.5 and 1.8, respectively. Also, 
an equation was derived to estimate the minimum wing span 
ratio during glide flight. Tucker (1987) analytically studied the 
effect of variable wing span on gliding and defined the gliding 
maximum performance curve as the minimum sinking speed 
at each air speed.

Experiments on bird glide show that L/D ratio of Pigeon in 
gliding is 10, and the maximum vertical diving speed of Laggar 
Falcon is 100 m/s. Tucker and Parrott (1970) used a trained 
Pigeon in a wind tunnel to glide at different speeds, investigating 
the gliding performance in a more accurate sense. However, the 
L/D ratio of Kestrel gliding is 10.9 at a speed of 14.9 m/s, and the 
angle of attack is 5.5° (Videler and Groenewold 1991). Extended 
wings are great for both gliding and turning. Swept wings 
are better for fast glide but less active in generating lift 
while turning at high speeds, sink speed and turning rate 
are hugely affected by selecting the right sweep (Lentink 
et al. 2007).

Field experiments by Videler and Groenewold (1991) suggest 
that birds use three methods to adjust lift and drag in gliding: 
wing span variation, pitching angle of bird’s longitudinal axis 
(which is independent from wind speed) and spreading the tail to 
adjust the lift and drag. Bird tail has effect on L/D ratio; if 
the tail is trimmed, it reduces the L/D ratio and, if extended, 
it increases the L/D ratio (Tobalske et al. 2009). However, in 
wind tunnel, the birds only use wing span to control lift and 

drag (Tucker 1987). Glide angle increases with the increase in 
dihedral angle of bird wing (Sachs and Moelyadi 2010).

Structure

An understanding of the mechanical properties of feathers 
is essential as they directly affect the aerodynamic properties 
due to their elasticity. A general review of feather on bird’s 
feather biomechanics and structure was done by Zahedi and 
Khan (2007). The structure and shape of rachis allow them to 
withstand high forces and prevent them from cracking. Studies 
on feather microstructure show that the fiber matrix of keratin 
is arranged in such a way that it provides stiffness and strength; 
at the same time, it is flexible and elastic. 

Bonser and Purslow (1995) examined the properties of 
feather keratin to find the Young’s modulus (E) through tensile 
tests for eight different bird feathers. Modulus of elasticity 
for feathers was E = 2.5 GPa for all birds except for Grey 
Heron — E = 1.78 GPa. However, Purslow and Vincent (1978) 
found an E for the feather shaft of Pigeon equal to 7.8 ± 2% GPa. 
Bachmann et al. (2012) found the Young’s modulus values of 
Pigeon and Barn Owl feathers between 4.14 and 6.93 GPa. On 
the other hand, Macleod (1980) examined the Young’s modulus 
of contour feather for Brown Chicken, Turkey, Pheasant and 
Herring Gull in tension and bending tests and for distal 
and proximal regions. The results from the tension tests show that 
E ranges from 0.045 to 0.181 GPa and from 0.21 to 0.682 GPa 
for proximal and distal regions, respectively. In bending tests, 
E ranges from 0.005 to 0.024 GPa and from 0.457 to 1.85 GPa 
for proximal and distal regions, respectively. There is a difference 
in range of magnitude for the stiffness values due to different 
methods or tests used (Bonser and Purslow 1995).  Rachis 
cross-section geometry controls the flexural stiffness rather 
than keratin material properties according to Bachmann 
et al. (2012), Bonser and Purslow (1995) as well as Purslow 
and Vincent (1978). The geometry and the second moment 
of area of the feather shaft increase as the body weight increases and 
vice versa. Second moment of area gradually decreases along 
the shaft from feather base to its tip, which results in higher 
rigidity in feather shaft at its root and greater elasticity at the 
tip (Bostandzhiyan et al. 2008; Macleod 1980; Purslow and 
Vincent 1978).

Bird wings can withstand higher forces than the forces 
they are normally exposed to. Normal stress applied on birds 

feather is 8.3 up to 15.7 MPa while the ultimate stress point at 
the bending is 137 MPa, which gives a safety factor between 
6 and 12 (Corning and Biewener 1998). This feature of safety 
allows them to fly under extreme conditions. Flexural stiffness 
is more critical than strength in feather shaft. 

However, all the studies mentioned above focused on the 
feather structure properties, especially feather shaft properties, 
which gives strength for the bird wing to withstand the forces. 
Investigation of the elasticity modulus of the coverts (hairs) is 
still required. The coverts pop-up when birds fly at a high angle 
of attack. To make a flexible surface similar to a bird’s surface or 
to study the effect of coverts on aerodynamic performance, the 
properties of the coverts need to be known.

Experiments/Simulation Methods

In Aerodynamics, there are three ways of predicting or 
calculating the aerodynamic performance of wings/airfoil, 
which are: analytical/mathematical model, numerical simulation 
and experimental test. Analytical/mathematical model is used 
to represent a specific problem, but in general it is derived for 
simple geometries/airfoils. Numerical simulation is widely 
used to solve complicated problems as it reduces the cost of 
experiments, although it is costly in terms of time. Experimental 
test is considered the most robust method if done correctly, 
because it gives more realistic results. It is also used to verify the 
results of simulations.

One of the experimental methods is the particle image 
velocimetry (PIV), which has been used to measure the influence 
of hairy surfaces on aerodynamic performance and separation 
control by Brücker and Weidner (2014), Klän et al. (2009) and 
Winzen et al. (2013). Pressure distribution measurements 
and oil pattern method were used by Klän et al. (2009) to verify 
the results obtained from PIV, and the results show agreement 
among the three methods. In their experiments, the airfoil profile 
used was obtained form an average reconstructed artificial wing 
obtained by scanning an Owl’s wing. Rojratsirikul et al. (2009) 
used high speed PIV to study the fluid structure interaction of a 
2-D airfoil at a Reynolds number range of 53,100 – 106,000. The 
measurements were taken for the unsteady flow and structural 
changes simultaneously, and the oscillation in structure behaviour 
was investigated as a function of angle of attack and velocity.

Tobalske et al. (2009) studied Zebra finch wing aerodynamics 
in  intermittent  bound phases using PIV and force transducer. 
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Figure 5. Tip of Harris’ Hawk in flight (Tucker 1995).

Active Control 
Changes in wing/airfoil shape affect the flow behaviour. 

Pinkerton and Moses (1997) evaluated the capabilities of a 
piezoelectric actuator called THUNDER to vary the upper 
surface geometry of subscale airfoil, improving the performance.  
Venkataraman et al. (2014) derived a model for a poroelastic 
actuator on the upper surface to study FSI and its effect on 
the wake. They confirmed that the flow region behind an 
airfoil depends on the flexibility characteristics of the upper 
surface. Bilgen et al. (2010) used an actuator of microfiber 
composite to morph an airfoil (NACA 009 and NACA 0013). 
The airfoil with a chord of 127 mm was tested in wind tunnel at 
Re = 127,000, and the voltage ranged from 100 to 1,700 V. The 
results show an increase in lift by 1.67 with maximum actuation, 
and a maximum L/D ratio of 26.7 can be achieved. Further 
analytical studies for variable twist and variable camber using 
the same airfoil and actuators have been presented by Bilgen 
et al. (2011) to study the response of a morphing structure to 
achieve optimal lift and L/D ratio. A panel method software 
XFOIL has been used. The maximum lift achieved is 1.67 at a 
certain shape, and the maximum L/D ratio obtained was 40.3 
at another specific morphed shape. However, even if this study 
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Figure 6. The wrist angle (ε) between the frontal edge of the 
cascade and the propatagium sinew (Eder et al. 2015).

ε

The measurements were performed at different speeds from 2 
to 12 m/s and different angles of attack ranging from −5° to 50°. 
A uniform structure of the wake was observed, and the forces 
derived from both measurements of PIV and force transducer 
have a close agreement.

The dual-plane PIV has been used by Waldman and Breuer 
(2012) to increase the dynamic range of PIV measurements on a 
fixed wing and has been compared to PIV. Both measurements 
indicate the same position of vortex downstream but dual-plane 
PIV covers a more dynamic range by an order of magnitude. 
Dual-plane PIV captures the velocity of outer flow more 
accurately, which leads to more accurate results. It is also able 
to capture the strength of the wake downstream qualitatively 
and quantitatively. 

Another development of PIV, called digital PIV (DPIV), 
has been used by Spedding et al. (2003) in low-turbulence wind 
tunnel to study the free-flying bird wake. DPIV measurement 
uses two cameras and allows a moving object to wake so that 
it can be measured more accurately and with more reliability. 
The shortcoming of the method is the difficulty in matching the 
optical axis of the two cameras. However, mismatches  can be  
removed to quite  high  accuracy,  by  careful  mapping  of the  
apparent displacements  of stationary  control  objects  imaged  
by both  cameras. It removes the disturbances of lens/camera 
and examines only the effect of moving object disturbances. 
Spedding et al. (2009) confirmed the ability of DPIV to measure 
the background structure of small turbulences in a low turbulence 
wind tunnel, which can be used to measure the aerodynamics 
of small flyers. Genç (2013) also used DPIV in a closed loop 
open-jet wind tunnel to calculate the average and instantaneous 
velocity field on a membrane wing at Re = 48,700. They also 
used digital image correlation system to measure membrane 
deformation and load cell, calculating forces on the wing. 
Waldman and Breuer (2012) used a fixed model with load 
cell direct measurement of aerodynamic forces to explore the 
challenges of selecting appropriate experimental parameters to 
have more accurate dynamic measurements. Isaac et al. (2006) 
used hydrogen bubbles and dyes as traces to visualize the flow 
over a moving and pitching flat blade.

Visualization of flow on flying birds is another method for 
examining the flight mechanism or flow separations. Carruthers 
et al. (2007) used a high-speed camera carried by an Eagle 
to examine the function of coverts in perching modes. Eder 
et al. (2015) performed field measurements using infrared laser 
tracking to estimate the induced drag of souring and gliding 

flight of White Storks. The test was carried for 100 adult White 
Storks and it was found that the speed ranges of these birds at 
soaring, gliding and fast speed are 7.5 – 10, 10 – 14 and 14 – 19 m/s, 
respectively.  The wrist angle (angle between the frontal edge 
of the cascade and the propatagium sinew — see Fig. 6) ranges of 
soaring, gliding and fast flight are 15° – 19°, 20° – 24° and 
25° – 50°, respectively.

Chen et al. (2013, 2014) used SEM and CFD to investigate 
the effects of herringbone-type riblets on drag reduction using 
a microstructure of secondary feathers of Pigeon and then 
used a 3-D plane with herringbone riblets to compare them to 
traditional riblets.

Sachs and Moelyadi (2010) used CFD to study the effect 
of large dihedral angle of Pigeon-like wings on aerodynamic 
performance. A CAD model for Pigeon wing at different 
dihedral angles was used. The airfoil section is the same for 
all dihedral angles. However, the shape of airfoil in real 
birds changes during each flight phase; thus, this simulation 
is simplified to a minimum complexity of bird wing geometry.  

On the other hand, analytical aerodynamic analysis of 
flexible and bird-like wing/airfoils was attempted by Iosilevskii 
(2013), who derived a closed-form mathematical model for the 
lift and pitching-moment coefficients of a thin wing membrane 
by sectioning the surface into two parts: a solid forward part 
that is impermeable and the aft part, which is porous. Another 
closed-form solution is obtained to study the seepage drag for 
the same model using Darcy’s law. Venkataraman et al. (2014) 
developed a linear mathematical model by combining vortex-
shedding minimal-order model with oscillator mode to study 
FSI and its effects on the flow region.  Both minimal model 
proelastic coating and FSI coupling are assumed to be linear.

Biomimetics of a bird wing is defined as the replication and 
development of a wing/airfoil similar to those of the birds regarding 

shape and properties in mathematical, simulation or experimental 
form. Mazellier et al. (2012) implemented a biomimetic approach 
and used a squared cylinder geometry with free-rotating elastic 
self-deformable (made of a rigid material coated with plastic 
skeleton) porous (fabric) flaps to replicate the feather vane to 
study its effects on aerodynamic performance. Lin et al. (2007) 
developed aluminum plates with Gottingen wing — a wing span 
of 15 cm, thickness to chord ratio of 1.3 and camber of 6% — and 
compared their  aerodynamic performance to other airfoils that 
have a half-forward part similar to a dragonfly wing. Corning 
and Biewener (1998) used a metal foil strain gauge to evaluate 
the safety factor in feather shaft of a free-flying Pigeon. Strain 
was recorded at both compression (down stroke) and tension 
(up stroke). Photogrammetric reconstruction technique was used 
by Carruthers et al. (2010) to reconstruct the wing section of a 
free-flying Eagle. A mathematical model was used to reshape 
2-D airfoil, analyzing the aerodynamic performance. Klän et al. 
(2009) also used Owl airfoil extracted from a 3-D scanned wing 
and experimented it in a wind tunnel at Re = 2,000 – 4,000 with 
and without velvet to study the effect of velvet on delaying stall 
angle. However, the 3-D shape was smoothed and the twist was 
removed. The effect of smoothing Owl wing and removing the 
twist might have significant impact on aerodynamic performances.

The aerodynamic performance of real birds was studied 
by Pennycuick et al. (1988), who used a frozen waterfowl in 
a wind tunnel to estimate the drag coefficient at Reynolds 

number of 145,000 - 462,000, and Usherwood (2009), who 
used a dried Pigeon wing and a replica flat plate to measure 
and compare aerodynamic forces on both revolving surfaces 
at a Reynolds number of 108,000 using a propeller rig.  The 
direct measurement of forces was taken, and the mapped forces 
of pressure distribution were calculated. Withers (1981) also 
used dried wings of different types of birds and experimented 
them at Re = 1 – 5 × 105. Dried wings, however, differ from live 
bird wings, which might affect the aerodynamic performance.

MAVs, wind turbines, tidal wave turbines and other 
devices perform at low Reynolds numbers similar to birds. 
Thus, lessons learnt from aerodynamics of bird wings in steady 
flight could be implemented in such applications to enhance 
their performance. 

Conclusion

This paper focuses on the past research carried out on fixed 
bird wings (non-flapping wing), in terms of analysis, simulation 
and experiments which have been performed by researches for 
a wide range of bird wing aerodynamics. However, some areas 
in bird aerodynamics can be studied more thoroughly as the 
bird wings consist of highly complex representation of flexible 
(not flapping) and porous surfaces. Many of these problems 
are mentioned throughout this article.
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Abstract: Fourier transform infrared spectroscopy 
techniques, associated or not to others, are a well-studied 
subject used for characterizing polymers/energetic materials 
that have been employed mainly in aerospace industries. 
However, the infrared analyses are usually qualitative and 
performed using the mid-infrared. This paper discusses 
the Fourier transform infrared spectroscopy qualitative 
and quantitative methodologies, coupled or not with thin 
layer chromatography and thermogravimetric analysis, for 
characterization of aerospace polymer systems, in some 
cases, using mid-infrared, near-infrared and far-infrared 
regions, by traditional accessories and the latest generation 
spectra mode, universal attenuated total reflection. This 
short review was made based on methodologies developed 
during the last two decades and published by many scientific 
and industrial research groups, emphasizing studies usually 
carried out in the last five years. A critical assessment and 
future trends were included. 

Keywords: Aerospace polymer, Energetic material, FT-IR, 
Methodologies.

Methodologies for Characterization of 
Aerospace Polymers/Energetic Materials – a 
Short Review
Shirley Motta Pedreira1, Juliano Ribeiro Aguiar Pinto1,2 , Eunice Aparecida Campos1,2, 
Elizabeth da Costa Mattos1,2, Mauro Santos de Oliveira Junior3, José Irineu Sampaio de Oliveira1, 
Rita de Cássia Lazzarini Dutra1 

Introduction
Studies about Binders of Propellants 

As well-known, hydroxyl-terminated polybutadiene (HTPB) 
reacts with isocyanate (curing agent) to obtain polyurethane 
(PU) formation and it is the usual binder used in solid propellant 
grain of the rocket motors. Thus, the determination of its 
hydroxyl (-OH) and isocyanate (-NCO) groups by instrumental 
techniques is an important parameter for predicting properties 
of these composites. 

Hydroxyl and isocyanate numbers could be faster 
determined by Fourier transform infrared spectroscopy (FT-IR) 
methodologies than wet chemical method, and the functionality 
distribution of HTPB binder, by specific methodology, is a good 
example and we can include these determinations among the 
several studies, developed in our laboratories (Takahashi et al. 
1996; Lourenço et al. 2006).

Takahashi et al. (1996) applied FT-IR analysis for determining 
contents of hydroxyl groups (IOH) in HTPB resins and free 
NCO groups in diisocyanates and NCO-terminated prepolymers. 
FT-IR methodology provided accurate results equivalent (IOH) 
or higher (% NCO) than classic wet methods and within the 
FT-IR instrument accuracy limit, ≤ 2%. The FT-IR methodology 
has the additional advantages of being fast, inexpensive and 
requiring small amount of sample and solvent, e.g. CS2 (IOH) 
and CCl4 (% NCO). These methods have some advantages that 
may be useful in industries and research centers, especially to 
those who work with polyurethanes, for characterization of 
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raw materials (resins and isocyanates) and product control 
(NCO-terminated prepolymers).

This methodology for determining hydroxyl groups is 
important, but it is necessary to know how these groups 
were distributed in the molecular chain. Lourenço et al. (2006) 
developed a size exclusion chromatography (SEC) methodology, 
with double detection, to determine the functionality distribution 
of HTPB polymer. This method showed to be sensitive to small 
differences in the functionality distribution of the HTPB, 
affecting the tensile tests performed with HTPB polyurethane.

Recent study about HTPB was developed by Clemente 
et al. (2014). Polyurethane polymer matrix was synthesized using 
polyols as a raw material to obtain a binder such as (HTPB) 
prepolymer in energetic material formulation. They concluded 
that the soybean-based polyol was the best starting raw material 
for producing binder. Characterization of the binder was carried 
out by employing FT-IR analysis to the mid-infrared (MIR) region 
and thermal techniques, such as differential scanning calorimetry 
(DSC) and thermogravimetric analysis (TG). Glass transition (Tg) 
(−39 °C) of the polyol derived from soybean oil was determined by 
employing DSC technique. It was considered a good value because 
the Tg of the HTPB-based polymer matrix is around −50 °C. By 
TG, it was possible to evaluate the thermal degradation process 
of polymer obtained and to determine the activation energy (Ea) 
(122.4 kJ∙mol−1), whose value is very close to the HTPB-based 
polymer matrix. Thus, the application of synthesized material as 
solid fuel has shown promising results for tests in rocket engines. 
They showed good results by using soybean-based polyol as a raw 
material to obtain a binder, such as HTPB prepolymer in energetic 
material formulation, but the IR region used for the qualitative 
characterization was just the usual MIR.

The energetic binders are usually low-molecular-weight 
hydroxyl-terminated polyethers, with nitro or azido groups, 
capable of holding together fuel and oxidizer compounds 
from the propellant. These chemical groups give a significant 
contribution to the propellant impulse characteristics. The 
energetic binders can produce propellants systems in which 
metal fuels, such as aluminum, can be reduced. Glicidyl 
azide polymer (GAP) (Kawamoto et al. 2008; Sciamareli 
et al. 2009a, 2009b), GAP/BAMO (Kawamoto et al. 2010),  
poly[3,3-bis(azidomethyl)oxetane] (poly-BAMO) and 
3-azidomethyl-3-methyl oxetane polymer (poly-AMMO) 
(Oliveira et al. 2006, 2007; Kawamoto et al. 2009) have been 
studied by AQI group from Instituto de Aeronáutica e Espaço 
in the last decade.

In relation to FT-IR characterization methodologies of 
energetic materials used in propellants, it is possible to include 
the characterization of poly-AMMO and poly-BAMO and their 
precursors as energetic binders in the near-infrared (NIR), MIR and 
far-infrared (FIR) regions by Oliveira et al (2006). Their study was 
focused on the characterization of polymers containing energetic 
groups that have been synthesized at ICT (Fraunhofer Institute for 
Chemical Technology) group, an important Germany Research 
Center of propellants. This characterization identified analytical 
bands and allowed quantitative and/or kinetic studies of these 
compounds, using the whole spectral ranges of NIR/MIR/FIR. 
Basically, it was possible to visualize differences between 
chemical structures of these compounds and also to identify 
spectrometric changes (formation or disappearance of functional 
groups) that can occur during the polymerization process. It 
is also possible to use the absorptions around 4200, 2100 and 
550 cm-1 as analytical bands to study these compounds containing 
azide groups for quantitative determinations. Bands found in 
the region of 1250 and 660 cm-1 can be used in similar studies 
of Br-substituted binders. Bands near 980 cm-1 can be used to 
study the ring opening polymerization reaction of compounds 

containing azide and/or bromine.
Oliveira et al. (2007) analyzed azide polymers samples 

by FT-MIR in order to develop a quantitative methodology 
to determine the C, H and N content in energetic polymers 
used in propellants. The elemental analysis data were used as 
reference. The FT-MIR results showed a good agreement with 
CHN analysis, and a good linear relationship was obtained, 
suggesting that the developed methodology can be useful for 
quality control of these energetic polymers. 

In another study about energetic material (Ribeiro et al. 2012), 
GAP was synthesized  and characterized by FT-IR, ultraviolet 
spectroscopy (UV), nuclear magnetic resonance spectroscopy 
(NMR), DSC, elemental analysis (CHN), TG and SEC. Through 
these conventional techniques, it was possible to identify the 
material content and some of its properties related to its 
use as an energy plasticizer in propellants. This new method with 
dimetylformamide (DMF) solvent was effective in obtaining 
high molecular weight, high yield and better conversion of azide.

Oliveira et al. (2014) evaluated the interaction between two 
energetic polymer/oxidizer systems, GAP and ADN (ammonium 
dinitramide, a chlorine-free oxidizer) as well as GAP and AP 
(ammonium perchlorate) by FT-IR spectroscopy, in the NIR 
and MIR regions. Major spectrometric changes were observed 
for the GAP/ADN system, with a broadening of the bands in 
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the region between 3100 – 3500 cm-1, pointing to interactions 
between OH groups from GAP and NH4

+ groups from ADN 
or AP. A decrease in band intensity was observed for the N3 

group in GAP as well as an increase of nitronium (NO2
+) of 

ADN, suggesting interaction between these groups in the  
GAP/ADN system.

Polymers Used in Coating Process of 
Energetic Materials 

FT-IR surface techniques have been used for characterization 
and/or quantification of different polymers applied in coating 
process of energetic material (Mattos et al. 2004a, 2004b, 
2008; 2009). 

Mattos et al. (2008) made a surface characterization of 
RDX/fluoroelastomer (Viton®) system by FT-IR techniques 
such as transmission, photoacoustic (PAS) and attenuated 
total reflectance (ATR). The transmission spectrum of the cast 
film showed some evidence of the presence of fluoroelastomer, 
which covers the energetic material. ATR showed excellent 
results to analyze HMX/Viton® system for characterization 
of Viton® bands.

Mattos et al. (2009) developed a new FT-IR methodology 
to characterize quantitatively the polymer content in PBX 
(HMX/Viton®) using the TG as reference technique. ATR was 
used as surface technique and showed excellent results, being 
faster than the usual methodologies, as high performance liquid 
chromatography (HPLC).

According to Tourné (2013), in the field of explosives and 
other energetic materials, detection and characterization brought 
new challenges. Detection schemes at the molecular level provide 
a wide variety of analytical technique, such as Raman, Infrared 
(IR) and Mass Spectroscopy, among others. However, studies 
cited in the IR part of her paper are only about the characterization 
of explosives without reference to polymer/explosive (PBX); 
probably, the main objective was only to identify some 
micromolecules. Thus, qualitative characterization and 
quantification of polymer that can be found on the surface of 
this system can be contributive for the area of energetic materials.

Thermal insulation Studies
Rubbers

Main methodologies developed by AQI group on rubbers, 
such as natural rubber (NR), ethylene propylene diene monomer 
(EPDM) and butadiene and acrylonitrile copolymer (NBR) used 

in the aerospace industry, are discussed below and related to 
other publications (Lanxess Rubber 2012; ASTM D3900 – 05a 
2010; Chitta 2014). The topics are organized by methodologies, 
including also the IR or FT-IR techniques couplings with thin 
layer chromatography (TLC/IR) (Dutra 1996; Damazio 2015; 
Damazio et al. 2014, 2015) and thermogravimetric analysis 
(TG/FT-IR) (Sanches 2015; Sanches et al. 2014, 2015).

TLC and IR Methods for the Characterization of 
Rubbers and Their Additives 

Analysis of vulcanized elastomer composition is often 
an important quality control requirement and suitable for 
determining rubber formulation. Dutra (1996) developed a 
methodology for separating and identifying additives in rubber, 
by TLC/IR coupling techniques. This study was carried out by 
two methods: one that uses potassium bromide (KBr) pyramids 
and another, more simple, without the use of pyramids, to 
reduce costs.

According to the first method, the material obtained by 
solvent extraction is applied in an appropriate silica plate, 
in which it is developed in a closed vessel chromatography, 
using a mobile phase. The plate is dried and reveals deposits 
with suitable developer. Deposits are scraped and placed in a 
tube containing KBr pyramids. Small amount of solvent used 
in the extraction is added to bring the sample to the top of 
the pyramid. After solvent evaporation, this top is removed, 
crushed and compressed in the form of KBr disc for transmission 
infrared analysis. Basically, in the second method, the deposits 
are scraped and treated with the solvent used in the extraction, 
filtered to remove silica, dried, mixed with KBr (200 mg) in 
order to obtain pellets and analyzed by transmission.

It was concluded that the TLC/IR coupling, for both methods, 
is particularly useful for polymer research centers to expand 
knowledge on identification and characterization of the main 
constituents of rubbers, such as antioxidants and plasticizers 
in previously known formulations. The choice of a suitable 
analysis condition allows the evaluation of other components.

The development of quantitative methods which detect 
low content of components of elastomeric system, especially 
in compounds, is still a challenge. Damazio et al. (2014) 

developed a methodology by FT-IR (UATR and transmission 
techniques) for determining the ethylene (ET) and propylene (P) 
content on rubber samples (neat, raw and vulcanized elastomer) 
EPDM (ethylene propylene diene monomer), used in aerospace 
industry. Both techniques showed good accuracy, being 

UATR analysis the most appropriate for neat elastomer. 
Transmission/pyrolysis was suitable for analyzing all types of 
EPDM (neat, raw and vulcanized elastomer), suggesting to be 
useful for similar formulations.

Damazio et al. (2015) developed a method using FT-IR 
transmission for determining the content of 5-ethylidene-2-
norbornene (ENB) on rubber samples (neat elastomer) burned 
in controlled pyrolysis and Bunsen burner. The determination 
was done by observing the variation of relative band and relative 
concentration, and they were also suitable for estimating ET 
and P contents of the same rubber.

TLC/IR using UATR accessory was applied for characterization 
of additives, in order to evaluate the applicability of these techniques 
together. Two formulations were used in this elastomer – a type 
of eluent system and the Gibbs reagent, the developer. Basically, 
all organic components were detected by this methodology that 
showed to be promising for detecting additives of similar chemical 
structures, though small quantities of some components presented 
in the formulation (Damazio et al. 2016). 

Lanxess Rubber (2012) developed on an industrial laboratory 
a methodology for determining the ET, ENB and 2-vinyl 
norbornene (VNB) content in EPDM, but only applied to EPDM 
rubber which does not have a plasticizer. For extended rubber, 
oil extraction must be made in advance, because plasticizer 
interferes with proper execution of the analysis. It may take 
more time for the process to be finished. 

Another method  (ASTM D3900 – 05a 2010) for the 
determination in question uses EPDM samples with ET content 
(35 – 85%) established by nuclear magnetic resonance of carbon 13 
(13C NMR) and analyzed by FT-IR transmission. Samples were 
prepared as films without plasticizer. Four methods have been 
established as well as the analytical bands (cm-1) of P and ET 
used, being on the relative band (P/ET): 1156/722; 1379/722; 
1379/1460; 1156/4255 (by using band in NIR region for ET, 
which, although, did not found the assignment in the text, being 
a combination of bands at the same region). Some interference 
in determining proper baseline was cited due the presence of 
additive bands around 1156 cm-1 of P, recommending the use 
of other bands. Lanxess Rubber (2012) obtained spectra by 
transmission mode, but details of sample preparation, number 
of replications and error methodology are not mentioned. 

The methodology was fairly detailed on ASTM standard 
(ASTM D3900 – 05a 2010), but some points should be highlighted: 
(a) pressed samples are not suitable for vulcanized materials; 
(b) the presence of additives in one of the methods interferes in 

the choice of baseline, implying the use of other bands; (c) the 
use of a non-selective band of ethylene (1460 cm-1), which is 
attributed to the CH2 and CH3 angular deformation, indicating 
that the best analytical bands would be found at 1379 cm-1 to 
P and 722 cm-1 to ET.

Recent study (Chitta 2014) applied HPLC to separate EPDM 
terpolymers based on diene content. It was found that the nature 
of diene contributes with the retention. According to the author, 
the difference between the elution volume obtained experimentally 
from an EPDM sample and the expected elution volume of an EP 
sample, with identical ethylene content, contributes to calculate 
the diene content of EPDM. HPLC analysis of polymers is a 
prerequisite to determine solubility of macromolecules in the 
corresponding sample solvent or mobile phase, at a specific 
temperature. Complete dissolution of polymer molecules is 
important for liquid adsorption chromatographic separation and 
also to avoid any blockage in the chromatographic system during 
analysis. Damazio (2015) developed a quantitative analysis. As 
HPLC analysis conditions are more complex than other techniques, 
TLC/IR can be used for separation and identification of additives.

TG and IR Methods for Characterization of 
Rubbers and Their Additives 

The main methodologies that have been developed for 
additives analysis generally involve solvent extraction step, 
increasing analysis time. Sanches (2015) investigated unvulcanized 
and vulcanized EPDM and their additives by FT-IR analysis of 
gaseous pyrolysates (PIR-G/FT-IR) (Sanches et al. 2014) and 
by thermogravimetric analysis coupled with FT-IR (TG/FT-IR) 
(Sanches et al. 2015), both without solvent extraction step. A 
comparison between these two methodologies was also carried 
out. The results showed that functional groups of additives 
can be detected from unvulcanized and vulcanized rubbers, 
without prior extraction. The sulfur additives, monossulfide 
of tetrametil tiuram (TMTM) and 2-mercaptobenzothiazole 
(MBT), at levels as low as 0.7 phr (0.63 wt %), were detected 
by both methods. However, other additives such as paraffin oil, 
stearic acid and 2,2,4-trimethyl-1,2-dihydroquinoline (TMQ) 
can not be identified by these methodologies. Individually, all 
analyzed additives presented distinct FT-IR spectra and were 
also identified from each other by coupled PIR-G/FT-IR and 
TG/FT-IR methodologies.

Sanches et al. (2006) used PIR-G/FT-IR technique for 
investigating gaseous products of other rubbers. The developed 
methodology was suitable to identify different elastomers 

https://en.wikipedia.org/wiki/Ethylene
https://en.wikipedia.org/wiki/Propylene
https://en.wikipedia.org/wiki/Diene
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and elastomer blends, including rubbers that present similar 
IR spectra of pyrolyzed liquid products, such as halogenated 
forms of copolymer of isobutylene and isoprene rubber 
(CIIR and BIIR), natural and copolymer of butadiene and 
styrene rubber (NR/SBR) as well as EPDM/SBR, SBR and 
butadiene rubber (SBR/BR) and SBR.

Arockiasamy et al. (2012) studied the decomposition 
behaviour of SBR using a system equipped with TG, DSC, 
FT-IR and mass spectroscopy (MS). Thermal decomposition 
and oxidation of SBR rubber was examined with focus on the 
composition of evolved gases during the process. FT-IR detected 
the presence of the following functional groups: OH, C–H and 
C=C, C=O and O–C–O.  The interaction of these techniques 
proved to be useful for this kind of characterization.

Sanches et al. (2015) developed a methodology of TG/IR 
in order to evaluate additives in EPDM rubber composition. 
Unvulcanized and vulcanized EPDM rubbers and their additives 
were investigated by TG/FT-IR without solvent extraction and 
in a wide temperature range. TG/FT-IR detected absorptions 
due to the additives tetramethylthiuram monosulfide and 
2-mercaptobenzothiazole present in the EPDM formulation at 
concentrations of 0.7 phr (0.63 wt %). Paraffin oil, stearic acid 
and 2,2,4-trimethyl-1,2-dihydroquinoline functional groups 
were not observed in either the unvulcanized or vulcanized 
EPDM. Nevertheless, in addition to the ability of this method 
to detect sulfur-containing groups, the lack of a pre-extraction 
reduces the time and effort required for additive analysis 
in rubbers. Therefore, the TG/FT-IR technique can be employed for 
analyzing additives separately, neat rubber (raw), vulcanized and 
unvulcanized compounds. Additives degradation can also be 
investigated by TG/FT-IR, because of the temperature selectivity.

FT-IR Surface Analysis of EPDM Rubber
Elastomers of the ethylene-propylene, such as EPDM, 

are apolar and present low adhesion properties, in most 
cases, requiring surface treatment. Plasma surface treatments 
have been an alternative to improve these characteristics, 
besides being harmless to the environment. 

Most of mentioned studies and reviewed literature 
have shown the contribution of FT-IR to characterize chemical 
species formed on surface as a consequence of the treatment. 
Some studies in which plasmas were used to treat EPDM 
rubbers also showed a good response and sensitivity by using 
some FT-IR techniques to analyze their surfaces (Moraes et al. 
2007; Grythe and Hansen 2006; Awaja et al. 2009). Spectra of 

EPDM and polyolefin treated by plasmas were obtained with 
ATR, but UATR, the new generation of the FT-IR technique, 
has not been used to study polymer surfaces.

Santos (2013) modified the surface of vulcanized EPDM, 
Nordel IP 3430 and Nordel IP 4520 with plasma excited by 
microwaves in Ar, N2, Ar/O2, N2/O2, N2/H2 and N2/H2/Ar, 
aiming the improvement of their adhesive properties. The 
characterization was made by FT-IR techniques of reflection: 
UATR, MIC with ATR objective and PAS (Santos et al. 2012b, 
2013, 2014). They were used to evaluate the degrees of different 
sampling depth for the characterization of rubbers after plasma 
treatments, mainly by the different permeability of gases (oxygen 
and nitrogen) chosen to form gaseous mixtures. UATR technique 
was the most suitable for this purpose, because it showed less 
interference with the components of the rubber formulation, 
detecting spectrometric changes arising from the formation 
of polar groups promoted by the plasma treatment. In order 
to validate the results obtained by FT-IR, X-ray photoelectron 
spectroscopy (XPS) analysis was performed before and after 
treatment, and it was observed an increase in the percentage of 
atomic oxygenated and nitrogenated groups on the surface after 
treatments by Ar/O2 plasma and N2/H2, confirming the results 
found by FT-IR. It was observed a reduction in the values of 
the contact angle, high values of work of adhesion and peel 
strength test of adhesive gasket (EPDM/Adhesive PU/PVC). 
These results were attributed to the improvement in adhesive 
properties of treated surface. After Ar/O2, N2/H2 and N2/H2/Ar 
plasma treatments, Nordel IP 4520 rubber showed fairly aging 
stability, evaluated by measuring contact angle. Nordel IP 
3430 achieved its best result just with Ar/O2 plasma. Samples 
submitted to mechanical tests were characterized by FT-IR/UATR, 
and bond failures were confirmed between the interface of 
the adhesive film of PU and EPDM (Nordel IP 3430) rubber, 
noticing the contribution of this technique for studying interfaces.

A recent study (Pistor and Zattera 2014) about reclaiming 
of elastomer residues has used instrumental techniques for 
characterization of devulcanization caused by microwaves 
exposure. The efficiency of devulcanization of EPDM 
was determined by subjecting the elastomer samples to 2, 3 and 
4 min of microwaves exposure. Scanning electron microscopy 
(SEM) and TG using different heating rates were used to 
determine the kinetic degradation parameters according 
to the Flynn-Wall-Ozawa method. It was observed that, up to 
4 min of devulcanization exposure period, the degradation 
temperature of EPDM was not exceeded. Microwaves exposure 

delivered a maximum devulcanization temperature range that 
is consistent with the degradation temperatures observed 
by TG. The morphology of the samples was altered by the 
microwave treatment. The devulcanization process favored 
particle size reduction, while additionally increasing the particles 
surface roughness after the devulcanization process. Activation 
energy values were also reduced as a result of the change 
in morphology, probably due to the diminished concentration in 
polysulfide links characteristic of the vulcanized EPDM-r 3-D 
network.

FT-IR Analysis of Composite Systems
Epoxy systems (ES) are very important due their 

versatility and potential of use, including the aerospace 
area. Depending on the physical and chemical properties 
of the curing agents (CA) and the process conditions, 
it is possible to vary significantly the properties of the 
final material, such as mechanical strength, thermal and 
chemical resistance etc. Therefore, the mechanism of cure 
must be known in order to establish the relationship between 
structure and properties of the material, optimizing how 
it will be used, i.e. adhesive, coating or matrix composites. 
Thus, it is evident the importance of characterization and 
identification of curing agents in ES.

Romão (2003) studied ES based on diglycidyl ether of 
bisphenol A (DGEBA) cured with nine CA. The characterization 
of these ES and CA was done by DSC, FT-IR, TG and coupling 
TG/FT-IR. The curing conditions of ES were determined by DSC. 
Chemical changes that occurred during the curing reaction of 
certain systems were evaluated by MIR and NIR spectroscopy. 
The ES decomposition temperature determined by TG was 
used for identifying the respective CA by controlled pyrolysis 
FT-IR (CONTROLPIR/FT-IR).

A recent study (Ahamad and Alshehri 2014), including 
epoxy resin and coupled methodologies for its characterization, 
was found. A polymeric blend has been prepared using urea 
formaldehyde (UF) and epoxy resin (DGEBA) in 1:1 mass 
ratio. TG coupled with FT-IR and spectrometric mass (MS) 
technique were used to study the thermal degradation of 
UF/epoxy resin blend (UFE). The TG results showed the pyrolysis 
process divided into three stages: drying process, fast thermal 
decomposition and cracking of the sample. There were no solid 
products except ash content for UFE during ignition at high 
temperature. Volatile products, such as CO2, CO, H2O, HCN, 
HNCO, and NH3, were identified during thermal degradation 

of UFE. These two techniques could be complementary since 
they were refined to identify more precisely evolved gases. 

Future trends 

There are new studies being carried out in different areas, such 
as polymers systems for hybrid propulsion (Santos et al. 2012a), 
FT-IR characterization of polymers used in microencapsulation 
of oxidizer for propellants (Oliveira 2014) and substitution of 
asbestos in polymers thermal insulation compositions. 

In recent publications found in literature about these 
subjects, we can cite the “Review on the fundamentals of 
polymer combustion and flammability characteristics for 
hybrid propulsion” (Chen and Gao 2014), which emphasizes 
properties of potential polymeric fuels and their modification.

Novozhilov et al. (2011), in a review, cites that hybrid 
propulsion is an attractive alternative to conventional liquid and 
solid rocket motors, which has been an active area of research 
and technological developments. Fundamental flammability 
characteristics of polymeric fuels have been discussed. Success 
of polymer fuel applications to hybrid propulsion depends on 
further improvement of their combustion characteristics, by 
the enhancement of regression rates. Estimates suggest that the 
regression rate needs to be increased dramatically, but chemical 
fuel modification is a promising route to overcome this bottleneck. 

Santhosh (2010) discussed about the use of ethyl cellulose 
(EC) and poly(methyl methacrylate) (PMMA) as coating 
materials of spherical grains of ADN. A comparison of the 
moisture absorption profiles of ADN coated with EC and 
PMMA was made. Preliminary coating studies on spherical 
ADN grains were carried out using EC and PMMA at 
relative humidity of 62 and 74%. ADN coated with PMMA 
showed better properties than EC. The moisture pickup was 
reduced over 50% for the ADN grains coated with either EC 
or PMMA.

Virta (2005) noticed a considerable decline consumption 
of asbestos in the United States, part of Europe and some 
other countries. In fact, many asbestos substitutes have been 
successful used for a long time, being an integral part of 
the product. Asbestos still have been used in some places; 
however, it is observed a considerable expansion in sales of 
substitutes or alternative materials. 

In this context, Maxim et al. (2014) show in a review 
the perlite toxicology and epidemiology, being used as 

http://www.sciencedirect.com/science/article/pii/S1878535213001020
http://www.sciencedirect.com/science/article/pii/S1878535213001020
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asbestos substitute. They concluded that the available data are 
not reliable to use for risk calculations of perlite-exposed 
populations and warn that perlite is regulated as a nuisance 
dust in some countries.

According to future trends, characterization of these 
polymer/energetic materials, based on FT-IR and other 
complementary techniques, could be suitable mainly for 
aerospace technology.

Conclusions

This review focused on the recent developments of 
aerospace polymers/energetic materials. The characterization 
of aerospace polymers/energetic materials can be considered 
a dynamic process presenting new challenges for the future. 
Many developments have been made in recent years towards 

this goal. Characterization schemes help to provide researchers 
with a wide variety of analytical techniques. It was realized 
that there is a small number of FT-IR studies on the NIR 
region, coupling techniques application, measurement 
and surface analysis by UATR of aerospace polymers. 
Thus, studies that have been developed in this area can 
contribute for the increase in technical and scientific research of 
these materials.
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Abstract: Carbon fibers have been widely used as 
structural reinforcement in aeronautical composites, because 
of their exceptional mechanical properties. However, carbon 
fibers present few polar groups on their surfaces inducing a 
weak interaction with some thermosetting and thermoplastic 
matrices. Surface treatments, such as thermal and 
electrochemical oxidation, are generally followed by sizing in 
order to improve interfacial adhesion between carbon fibers 
and some matrices. The precise surface characterization, by 
means of its chemical groups and radical identification, has 
been pointed out as an effective tool of carbon fibers finishing 
assessment process. Goniometry and Fourier transform-
infrared spectroscopy are widely used to characterize some 
materials applied in industry, but not for carbon fibers, 
mainly because of their filamentary shape and the high 
concentration of carbon even in their near surface. In this 
paper, unsized and sized Torayca T300 carbon fibers were 
characterized by goniometry tests to evaluate hydrophilic or 
hydrophobic character. Qualitatively, it was noticed the effect 
of sizing on carbon fibers by their hydrophilic behavior, which 
has not been observed in unsized samples. Chemical analysis 
was performed by Fourier transform-infrared spectroscopy 
using different setups: photoacoustic, attenuated total 
reflectance and universal attenuated total reflectance. The 
Fourier transform-infrared spectroscopy/attenuated total 
reflectance/Germanium was shown to be the most promising 
technique to analyze carbon fibers surface, despite the low 
level of relative intensities of some bands. By this technique, 
it was possible to observe differences between unsized and 
sized carbon fibers spectra.

KEYWORDS: Carbon fiber, Infrared spectroscopy, 
Wettability, Characterization, Surface properties.

Applicability of FT-IR Techniques and 
Goniometry on Characterization of Carbon 
Fiber Surfaces
Mauro Santos de Oliveira Junior1,2, Milton Faria Diniz3, Rita de Cássia Lazzarini Dutra3,4, Marcos 
Massi1,2, Choyu Otani2

Introduction

In the last decades, carbon fibers (CF) have become a requisite 
and worthy material used in strategic applications. They have been 
widely used in structural reinforcement in composites, mainly 
in aeronautics, aerospace and automotive industries because of 
their excellent mechanical, thermal and electrical properties. 
Furthermore, their low volumetric expansion coefficient and 
low density turned them more attractive for these industries. 
CF used in structural applications are normally obtained at 
temperatures above 1500 °C. They present special characteristics, 
such as ordered graphitic structure disposed preferentially in 
parallel to the fiber axis and their high concentration of carbon 
is at least 92% (Chung 1994). The crystallinity of CF is strongly 
influenced by the carbonization process parameters (Chung 
1994; Morgan 2005). However, the concentration of elements 
like nitrogen and oxygen is poor in CF, even on their surface. 
Thus, the low content of polar groups in the CF surface can 
compromise their adhesion to some polymeric matrices (Chan 
et al. 1996; Montes-Morán et al. 2001; Xu et al. 2008).

A surface treatment is necessarily employed at the end of the 
process to obtain CF, in order to reduce the electrostatic charge 
on their surface and to handle them. It is important to improve 
the interfacial adhesion between CF and the composite matrix. 
Basically, these treatments can be divided into two groups: wet 
and dry processes. In dry processes, plasmas have been widely 
used for this purpose (Donnet et al. 1986, 1987; Chan et al. 
1996; Montes-Morán et al. 2001; Park et al. 2010; Oliveira Jr 
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et al. 2011). On the other hand, the wet processes based on 
electrochemical reactions, such as oxidation, fluorination, and 
oxyfluorination, have been employed to modify the CF surface 
(Basova et al. 1999; Ho et al. 2008; Seo and Park 2009). Generally, 
following these processes, a coating of polymeric sizing, also 
denoted as finishing, can be applied to protect the CF surface.

These treatments generally increase the surface energy 
and wettability of some materials. Goniometry has been a 
simple technique that can be applied to analyze these thermo-
dynamic properties. The hydrophobic or hydrophilic features 
of any material can be quickly assessed just by measuring the 
contact angle of a liquid dropped over its flat surface, in order 
to determine its adhesive potential. Fowkes (1964) showed the 
contribution of some molecular interactions to the total surface 
energy. For polymers, dispersive and polar forces are usually the 
main components that make up the total surface energy. These 
parameters are generally calculated by measuring contact angles 
of two different liquids. Owens and Wendt (1969) and Kaelble 
and Uy (1970) developed a method called geometric mean that 
is applied to calculate the surface energy of polymers using 
polar and apolar liquids in the goniometry setup. Wu (1971) 
described a method called harmonic mean that can be suitable 
when goniometry measurements are made with high surface 
tension liquids. However, the contact angle of samples with 
high surface energy can not be measured reliably, mainly for 
polymers, because the liquid usually spread irregularly over the 
surface, but the wettability can be analyzed in a qualitative way. 

In order to infer from mechanical and chemical changes 
occurred on CF by a specific treatment, the characterization 
of their surface is important to evaluate how efficient this 
treatment is. For chemical analysis, the spectroscopy techniques 
are widely used to characterize polymers. The use of light-based 
spectroscopy, like Fourier transform-infrared spectroscopy 
(FT-IR), is a challenge in the analysis of CF, because they 
intensively absorb electromagnetic radiation and the scattering 
can make it difficult to obtain good spectra from them. Thus, few 
authors have worked intensively with various FT-IR techniques 
to characterize CF (Morita et al. 1986; Graf et al. 1987; Ishida 
1987; Ohwaki 1993; Boehm 1994; Ohwaki and Ishida 1995; 
Yang and Simms 1995).

Ohwaki (1993) characterized CF by some FT-IR techniques 
and X-ray photoelectron spectroscopy (XPS). It was possible 
to identify some chemical bonds on the CF surface with good 
sensibility by FT-IR analysis, and the results are in agreement 
with those obtained by XPS analysis. By varying some parameters 

from FT-IR/attenuated total reflectance (ATR), such as the light 
polarization states, the crystal type and the beam incident angle, 
Ohwaki also verified an improvement of the signal/noise (S/N) 
ratio spectra. The improvement in the S/N ratio was better 
for small incident angles in non-polarized light, but it aims a 
deeper layer from the bulk sample (Ohwaki and Ishida 1995).

Jiang et al. (2015) have recently studied CF surface modified 
by electrophoretic deposition using FT-IR and other techniques. 
Despite of FT-IR spectra have indicated formation of C=O and 
C–O groups on CF surface, they used the transmission mode 
that is inappropriate to analyze surfaces. Samples prepared 
with KBr pellet are inadequate, because of its hygroscopic 
character that can introduce bands related to OH groups from 
humidity around 3300 and 1650 cm−1, interfering in spectrum 
interpretation. Therefore, it can be supposed that the analysis 
of CF surface through specific techniques could be promising.

Thus, this study was focused on the investigation of chemical 
contents on unsized and sized CF surfaces by FT-IR and 
goniometry. These techniques are useful and applied to some 
materials, being cheaper than XPS. By comparing already-
known photoacoustic (PAS), ATR and the new technique 
universal attenuated total reflectance (UATR), it was possible 
to verify that each technique has an appropriate sensibility to 
identify some differences between these two types of fibers. 
Goniometry analysis was also employed to evaluate qualitatively 
the hydrophilic or hydrophobic characteristics of these CF.

EXPERIMENTAL
Raw Material

Tows with 3,000 filaments of unsized and sized Torayca 
T300 CF have been used in this paper. The polymeric sizing 
coating of these CF is based on epoxy resin and it represents 1 wt%.

Goniometry
Unsized and sized CF were analyzed by goniometry using a 

500-00 Goniometer Drop Image Advanced-2004 from Hamé-
Hart. The contact angle measurements of the samples were 
performed just after placing a drop of deionized water with 
13 ± 1 µL on the surface at room temperature and controlled 
relative humidity (40%). Samples were prepared in accordance 
with the illustrated scheme as shown in Fig. 1. This procedure 
was employed in order to make the surface as flat as possible 
to obtain enough reproducibility and achieve good qualitative 
results. Goniometry is widely used to analyze flat and continuous 
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surfaces. However, CF tows (3,000 filaments) have a non-
planar and discontinuous surface, and it is difficult to make a 
quantitative analysis by this technique.

The geometric form of the drop, oval, is similar to the form 
visualized at the middle of the drop shown in Fig. 2a. These 
results are qualitative, because the measurement of the contact 
angle is compromised by the difficulty to obtain the baseline that 
is necessary to define the interface between the drop and the 
surface which allows measuring correctly the angle. The contact 
angle seems to be near to 90° in the parallel profile. On the other 
hand, the angle seems to be higher in the transversal profile, as 
shown in Fig. 2b. When unsized CF were compared with sized 
ones, the latter proved to be more hydrophilic, because the drop 
of water spread out the whole sample, as shown in Fig. 3.

These results obtained by goniometry technique are important 
in order to show that the sized CF have a surface energy higher 
than that of the unsized ones, despite having a low percentage 
in weight of polymeric sizing over the CF surface. With these 
results, the FT-IR techniques were applied in order to compare 
both fibers and identify some chemical bonds.

Glass plate

Top view
Adhesive tapeCarbon �ber (�laments)

Side view

Plane surface
Space

Approximate dimensions (15 × 20 × 3 mm) 

�e same drop of water by di�erent pro�le viewing

CF surface

Needle

Figure 1. Sample of CF prepared for goniometry analysis.

FT-IR Analysis
The chemical analysis of the CF surface was made 

using the PAS accessory coupled to a FT-IR Spectrometer 
Spectrum 2000 – PerkinElmer as well as ATR and UATR 
accessories coupled in a Spectrum One FT-IR Spectrometer 
– PerkinElmer. For FT-IR/PAS analysis two distinct speed 
conditions were set up under nitrogen. The fast scan was made 
with a speed of 0.2 cm/s, 32 scans, 8 cm−1 of resolution and 
spectral range from 4000 to 400 cm−1. The slow analysis 
has the same parameters, but a speed of 0.05 cm/s. 
FT-IR/UATR analysis was made using a ZnSe crystal in the region 
between 4000 and 550 cm−1 and 40 scans. A pressure of 100 N 
over the sample was set up to improve the surface contact with the 
crystal. The FT-IR/ATR analysis was made using Ge crystals. Each 
of these two techniques operates with the following parameters: 
40 scans, light beam incident angle of 45° and, in this case, the 
samples were spread over both faces of the crystal. For FT-IR/
ATR/Germanium (Ge), the range of operation was from 4000 
to 700 cm−1. The environmental condition of all spectroscopy 
analysis was 25 ± 2 °C and 45 ± 3% of humidity.

Results and Discussion
Goniometry Characterization

Drops of deionized water were deposited on the CF surface. 
The drop profile was taken for analysis in the parallel and 
transverse CF axis direction, in order to infer from the influence 
of the roughness of the whole sample (multiple filaments), as 
shown in Fig. 2. In the parallel direction, roughness tends to 
be smoother than in a transverse direction, because transversal 
filaments hold the drop by mechanical anchorage.

Figure 3. Drop of water deposited on sized CF surface.

Figure 2. Profile of deionized water on the CF surface. 
(a) Parallel to the CF axis; (b) Transverse to the CF axis.

FT-IR Analysis
The spectroscopic analysis of CF was carried out by three 

different FT-IR techniques starting by those considered near-
surface, such as FT-IR/PAS. Other techniques, FT-IR/UATR 
and FT-IR/ATR/Ge, were also used in order to obtain good 
spectra from unsized and sized CF Toray T-300.

Photoacoustic Detection
It is possible to obtain spectra in different degrees of depth 

with FT-IR/PAS. The control of the depth degree of IR beam 

is reached basically by choosing the adequate scan speed. This 
technique proved to be effective in the analysis of opaque 
materials, such as the CF and most of its composites (Graf 
1987). The first analyses of unsized (A) and sized (B) CF were 
performed at speed scan of 0.2 cm/s. This condition is considered 
the fastest and prior to detect chemical groups near to the 
surface. In this case, as can be seen in Fig. 4, the relatively low 
S/N ratio spectrum was obtained due to the absence of strong 
absorption bands, leading to a difficult assessment among 
spectra band with specific chemical species.

The results obtained by the speed scan of 0.2 cm/s led to 
the decision of carrying out the analysis with the slow speed 
scan of 0.05 cm/s. This choice was based on previous study 
performed in other researches, in which a better S/N ratio was 
obtained in the spectra produced by using a slower scan speed 
(Nogueira et al. 2007). Slow scan keeps the incident beam at 
the same region for a considerable time, contributing to the 
spectra accumulation, which becomes favorable to enrich 
the main spectrum (Stegge and Urban 2001).

The FT-IR/PAS (0.05 cm/s) spectra of unsized (A) and sized 
(B) CF are presented in Fig. 5. It was noted an attenuation of the 
noise, but the profile of the spectra presented the same appearance 
of those in the fast speed scan. It was not possible to clearly 
identify any chemical bonds on CF bulk or on their surfaces.

In our case, the procedure of obtaining FT-IR/PAS of CF 
was limited. The results were not satisfactory, mainly because 
the spectra had a low S/N ratio and did not show any difference 
between them. This result could be related to the fact that 
the PAS technique investigates more properly near-surface 
specimens, and the chemical content of CF can be placed in a 
depth between 1 – 4 µm. Therefore, FT-IR/UATR was chosen 

to be the next step to analyze the surface of both CF (Abidi and 
Hequet 2005; Sanches et al. 2008).

Universal Attenuated Total Reflectance
The FT-IR/UATR method does not need a considerable 

amount of samples, because the exposed surface area of the 
crystal is positioned to make the contact with the sample 
which has a diameter of 2 mm (Sanches et al. 2008). The 
FT-IR/UATR spectra of unsized (A) and sized (B) CF 
showed an anomalous spectrum in the region between 1220 
and 3600 cm−1. Inverted bands with high intensities in the 
region between 1900 and 2200 cm−1 were given, producing 
spectra in which the main baseline was easily lost, making it 
difficult a good analysis of the spectra, as shown in Fig. 6. 
These results lead to the conclusion that it was not possible 
to explore this technique, at least by the method of the 
direct analysis of CF. Thus, the FT-IR/ATR/Ge technique 
was employed to analyze CF in order to verify the chemical 

Wave number [cm–1]
4000 3200 2400 1600 800

Wave number [cm–1]
4000 3200 2400 1600 800

Wave number [cm–1]
4000 3200 2400 1600 800

Figure 4. FT-IR/PAS spectra (0.2 cm/s). (a) Unsized 
CF; (b) Sized CF. Figure 6. FT-IR/UATR spectra. (a) Unsized CF; (b) Sized CF.

Figure 5. FT-IR/PAS spectra (0.05 cm/s). (a) Unsized CF; 
(b) Sized CF.
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(a)

(b) (b)
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changes in the surface not observed by other techniques 
(Ohwaki 1993; Ohwaki and Ishida 1995).

The use of Germanium crystal as fiber samples holder 
was introduced in this part of the study aiming at the analysis 
of carbon layers close to the sample surface, due to its better 
efficiency presented against the use of the Thallium Bromo-
Iodine crystal (KRS-5) (Urbaniak-Domagala 2012; Barbeş et 
al. 2014; Technical Note, 2004).

Attenuated Total Reflectance
FT-IR/ATR/Ge was also employed to make a comparative 

analysis between unsized and sized CF. The advantage of this 
technique over FT-IR/UATR consists of a larger contact area 
of the crystal used in the present method (20 × 50 mm) in 
relation to the crystal size used in the UATR method, which 
uses a small crystal of 2 mm in the diameter. The refractive 
index of Ge crystal is 4.0, consequently, it allows to access 
near-depth surface up to 0.67 µm, which can be useful for thin-
films, composites and fibers (Urbaniak-Domagala 2012). This 
means that the FT-IR/ATR/Ge method permits a near-surface 
analysis in a large amount of points of the sample, enriching 
the spectrum. The FT-IR/ATR/Ge spectra of unsized (A) and 
sized (B) Torayca T-300 CF showed well-defined absorption 
band profiles and baselines, as shown in Fig. 7. 

However, it is known the Torayca T-300 is not graphitized 
CF and some elements of the precursor can be presented in 
its structure. These CF could also have been undergone a 
surface treatment, even being sold as an unsized CF. This 
was evidenced by the observation of some bands, mainly in 

the region near 1200 cm−1 of FT-IR/ATR/Ge spectrum (A), 
as shown in Fig. 7. Sized CF were characterized with the 
same technique and their FT-IR/ATR/Ge spectrum (B) was 
a little richer than that of the unsized CF. A pasty residual 
substance was extracted from sized CF (B) by immersion in 
acetone at room temperature. In this case, a little amount of 
sample was obtained because the quantity of sizing in the 
CF surface is near 1 wt%. However, this residue was enough 
to be characterized by UATR, as can be observed by the 
FT-IR/UATR spectrum (C) in Fig. 7. The region between 700 
and 1800 cm−1 is rich in absorption bands and some of them 
have their correspondent on sized CF. 

The partial spectra from this region are presented in 
Fig. 8, in which there is a variation of approximately 5% in 
intensities of some bands from unsized (A) and sized (B) CF, 
mainly in the region between 700 and 1300 cm−1. The intensity 
of FT-IR/ATR/Ge bands is somewhat 10 times higher than 
FT-IR/UATR spectrum bands, at the same region. 

It can be observed some intense bands in the UATR spectrum 
of the residue (C) and some of them can also be observed in 
sized CF (B), as shown in Fig. 8. The appearance of bands in the 
regions 1070 – 1150 cm−1 and 1230 cm−1 are probably related 
to the stretching of C–O bond, corroborating the presence of 
epoxy resin in CF, because this bond is presented in the basic 
structure of this resin. The band at 1500 cm−1 can be attributed to 
the stretching of C–C bond, which is a characteristic of aromatic 
molecules and it can compose complementary structures of some 
resins, such as C=O bond, observed at 1710 cm−1, commonly 
present in modified epoxy resins and/or esters (Smith 1979; 
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Figure 7. FT-IR/ATR/Ge spectra. (a) Unsized CF; (b) Sized 
CF; (c) FT-IR/UATR spectrum of residual substance removed 
from sized CF.

Figure 8. FT-IR/ATR/Ge partial spectra. (a) Unsized CF; 
(b) Sized CF; (c) FT-IR/UATR partial spectrum of residual 
substance removed from sized CF.
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Ohwaki 1993; Boehm 1994; Dutra et al. 1995; Ohwaki and 
Ishida 1995; Pamula and Rouxhet 2003).

Conclusions

In this study, it was clearly observed in a qualitative way 
that unsized and sized CF showed hydrophobic and hydrophilic 
behavior, respectively, indicating goniometry as a quick and 
cheap technique for CF surface assessment. It was possible 
to verify the limitations and advantages of PAS, ATR and 
UATR techniques to analyze near-surface chemical groups 
of CF. The FT-IR/PAS is one of the most efficient techniques 
to do near-surface analysis. However, its response was not 
satisfactory to characterize CF, mainly due to difficulties in 
preparing samples and the depth of chemical content. As 
CF are filamentary, it is difficult to keep them in rest and 

consequently the signal detection of PAS is compromised. A 
low S/N ratio was obtained, independently of the speed scan 
used. The characterization of CF by FT-IR/UATR was also 
compromised, in function of the appearance of a negative 
absorption in a large area in the middle of the spectra for both 
fibers. The reason why this phenomenon occurred must be 
deeply studied and other ways must be explored. The FT-IR/
ATR/Ge was shown to be the most promising technique to 
analyze CF, despite the low level of relative intensities of some 
bands presented by CF. However, it was possible to verify 
that unsized CF (as received) had already been submitted to 
a surface treatment through comparative analysis. It was also 
possible to identify some chemical bonds present in both sized 
CF as in the residue removed from them. These results showed 
that FT-IR/ATR/Ge can be useful to the characterization of 
carbon fiber surface, mainly after the surface treatment made 
at the end of carbonization processes.
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ABSTRACT: The objective of this research was to design 
pilot helmets and to perform analysis of designed ballistic 
helmet against impact strength of bullet in Solidworks and 
Laminator software. The material used for construction of the 
helmet is fiber reinforced polymer matrix composite in which 
polymer matrix is made of nylon, a thermoset resin, and 
the fibers are aramid, an aromatic polymide resin developed 
by E.I. duPont de Nemours and Company and sold under the 
trademarks “Kevlar®” and “Nomex®”. The design of the 
helmet is done by deciding the stacking sequence of various 
laminae which are oriented with main material directions at 
different angles to the global laminate axes in order to produce 
a structural element in the form of a shell. The simulation of 
the helmet in Solidworks and Laminator is done with an 8-g AK 
47 bullet, hitting it with a velocity of 710 m/s. The model 
is validated against published data and a good correlation is 
observed. The result of this project is that a 1.30 kg helmet 
with shell thickness of 7 mm is obtained, which is economical, 
light weight and is able to give high-performance protection 
against ballistic shrapnel and bullets.

KEYWORDS: Finite element analysis, Pilot helmets, 
Thermoplastic aramid, Composite materials.

Finite Element Analysis of Pilot’s Helmet 
Design Using Composite Materials for 
Military Aircraft 
Puran Singh1, Debashis Pramanik2, Ran Vijay Singh2

INTRODUCTION

The sizing, fit, and comfort have been the most frequent 
concern of the aviators in each of the different types of aircraft 
squadrons. Pilot helmet has been used as protective equipment in 
order to shield human head against serious injuries from shrapnel 
and bullets. Most modern ballistic helmets are made from a 
plurality of plies of ballistic material which are laid up 
in a mold and shaped to the configuration of the helmet. 
Pilot helmet made of composite materials has become a better 
equipment compared to traditional steel helmet in terms of the 
reduction in weight and the improvement in ballistic resistance. 
Therefore, finite element analysis can be used as a method to 
characterize the response of composite pilot helmet and to obtain 
valuable information on parameters affecting impact phenomena 
(Othman 2009). The first dimension of the helmet is decided 
according to the average size of human head (Figure 1). 

In general, there are two ballistic test standards that are 
used to determine the quality of protection of the helmet: 
(1) NIJ-STD-0106.01 Type II and (2) MIL-H-44099A. 
Nevertheless, different helmet manufacturers may have 
different ballistic test methods. 

Helmet improvement around the head and over the eyes 
during air combat maneuvers (ACM) or sharp turns in flight 
involves positive “G” forces in excess of 2 “G”. This is attributable 
to the poor profile of the helmet and its misplaced center of 
gravity (CG).

The main focus of this research is to study the response 
of pilot helmet made of composite materials when impacted 
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the sequence of images, the fragment is effectively contained and 
stopped but not before it induced significant deformation 
to the overall panel. 

A thermoplastic Kevlar® shell at this low areal density 
may be well-suited for certain applications, but given that the 
deformation is well over 1 in, it could cause severe skull fracture 
(and possibly death). 

The primary goal of the helmet shell is to protect the pilot 
from a variety of threats. First, the requirement is to limit the 
perforation by fragments or bullets through the helmet. Even 
if the fragment is stopped, the deflection of the shell can engage 
the skull and cause injury. The current PASGT uses an effective 
air gap of approximately 13 mm between the inner shell wall 
and the soldier’s head to accommodate any deflection during 
projectile arrest.

Transient deformation is a direct result of the kinetic energy 
being dissipated within the ballistic material. Fabrics, although 
extremely ballistically resilient at real densities around 0.975 g 
per cm2, tend to deform significantly. The fragment or bullet 
could conceivably be arrested by the fabric, but the resulting 
deformation could still result in a fatal injury by adversely 
engaging the skull. By contrast, thermoset composites, such 
as polyvinylbutyral (PVB) phenolic aramid systems, reduce the 
transient deformation, even though their ballistic performance 
may be less than that of a pure fabric system. Thermoplastic 
composite materials offer a compromise of fabric and 
thermoset composite performance. That is, the thermoplastic 
tends to deform but not as much as pure fabric, and it tends to 
have better ballistic resistance than a thermoset-based composite 
material (Campbell and Cramer 2008). 

Practical durability is a necessary trait for any article used in 
combat. Helmets must also pass static structural tests as well. 
“Ear-to-ear” loads of 2,000 to 3,500 kPa must be withstood by 
the helmet for several cycles without any permanent deformation 
in its structure. Thermoset composites tend to do well, given the 
higher matrix modulus (as compared to a thermoplastic matrix).

Fully realizing the material and performance benefits of 
thermoplastic aramids and hybridized solutions will require the 
rethinking of the manufacturing processes currently in use by most of 
the U.S. helmet manufacturers. Current processes are configured for 
mass production of thermoset-based, monolithic Kevlar® helmets. 
These manufacturing systems typically use expensive, matched steel 
tools to consolidate the materials. Cold helmet pre-forms are placed 
in a hot mold and held under pressure until fully cured. Figure 4  
is a conceptual schema of such a process. 

The composite consists of two or more constituents. One 
is called matrix and the other, reinforcement. The main 
functions of matrix are:

•	 It binds the fibers (reinforcement) together and transfers 
the load to fibers. It provides rigidity and shape to the 
structure.

•	 It isolates the fibers so that an individual fiber can act 
separately. This helps to stop propagation of cracks.

•	 It provides good surface finish quality and protection 
to reinforcement fibers against chemical attack and 
mechanical damage (wear).

•	 Failure mode of composite is strongly affected by the 
type of matrix material,and performance characteristics,  
such as ductility, impact strength etc., are also influenced.

Reinforcement is an important constituent of composite 
materials. Fiber reinforcement is a thin rod-like structure 
(Fig. 5). The main functions of fiber reinforcement are:

•	 It carries the load. In structural composites, 70 to 90% 
of the load is carried by fiber reinforcements.

•	 It provides stiffness, strength and thermal stability to 
the composite.

•	 It provides electrical conductivity or insulation, 
depending on the fiber used in the composite.

The general properties of composite materials are light 
weight, low thermal expansion, high stiffness, high strength 
and high fatigue resistance. 

The matrix in a reinforced plastic may be either thermoset 
or thermoplastic. In the early days nearly all the thermoset 
moulding materials were composites in that they contained 
fillers such as wood flour, mica, cellulose etc. to increase 

at high velocity for different sequences of lamina or plies by 
using finite element analysis. The objectives of this research are: 

•	 To design a pilot helmet that provides high performance 
protection against ballistic shrapnel and bullets.

•	 To design a light-weight and economical pilot helmet.
•	 To analyze deformation as well as stress distribution 

of the helmet when struck by a bullet at a velocity of 
710 m/s. 

•	 To evaluate the failure mechanism occurred on pilot 
helmet after the impact.

ballistic materials. Figure 2 is a basic summary of U.S. helmet 
designs and materials since World War I (WWI). For example, 
the helmet design in WWI was significantly different than 
in World War II (WWII). WWI was characterized by an 
unprecedented amount of trench warfare, and the hot and 
sharp debris falling from relatively high angles were typical. 
This gave rise to the fairly wide “brim” that gave the WWI 
helmet its distinctive look.

The combined shells provided higher protection levels over a 
greater coverage area than the previous M1917 copy of the British 
Mk I “Brodie” helmet of WWI. The one-size M1 helmet weighed 
1.55 kg, had 0.12 m2 of surface coverage, and protected against 
the 0.45 caliber round at 244 m/s with a 50% ballistic limit of 
396 m/s against the standard North Atlantic Treaty Organization 
(NATO) 1.1-gram fragment simulator. Thermoplastic aramid 
matrix systems, one of the most commom materials used,  have 
excellent, mass-efficient ballistic properties. However, the 
thermoplastic matrix is typically 30 to 60% less rigid than even 
the toughened thermoset (e.g. phenolic) matrix. This has significant 
implications for the overall static structural stability and resilience 
of the thermoplastic aramid shell, as well as the dynamic deflections 
associated with a ballistic event. To illustrate this phenomenon, 
consider Fig. 3. A Phantom v.7 high-speed digital camera was used 
to capture the effects of a simulated ballistic fragment impact on the 
back side of a flat thermoplastic aramid panel.

This panel had an areal density that was nearly 50% of that 
recommended for producing a helmet shell. As can be seen in 

160.581
41.034

38

82.407

Figure 1. Front view showing dimensions of the helmet.

HELMET DESIGN AND MATERIAL 
CONSIDERATIONS

Helmet materials and designs have evolved primarily in light 
of prevailing threats and the invention of new and improved 

PVB: Polyvinylbutyral; PASGT: Personal armor system for ground troops; MICH: Modular integrated communication helmet; FFW: Future force warrior.

Figure 2. Historical perspective of U.S. Army helmet design and materials (Walsh et al. 2005).

Steel

WWI WWII–Korea Vietnam PASGT MICH FFW

Kevlar®/PVB phenolic New materials

Figure 3. Still photographs from high-speed digital imaging of thermoplastic aramid panel (Walsh et al. 2005).
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Figure 4. Conceptual schema of the production process of 
thermoset-based, monolithic Kevlar® helmets (Walsh et al. 2005).
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Property Value Units
Value 
type

Elastic modulus 1.26e+007 Psi Constant

Elastic modulus 8e+005 Psi Constant

Poisson’s ratio 0.34  NA Constant

Shear modulus 3.1e+005 Psi Constant

Mass density 0.05299 lb/in3 Constant

Tensile strength 1.85e+005 Psi Constant

Compressive strength 49,000 Psi Constant

Yield strength 1.8e+005 Psi Constant

Thermal expansion 
coefficient 1.1e−006 F Constant

Thermal expansion 
coefficient 3.3e−005 F Constant

Tensile strength 4,200 Psi Constant

Compressive strength 22,900 Psi Constant

Shear strength 7,100 Psi Constant

Table 1. Properties of Kevlar® 149/epoxy.

their strength. However, these were not generally regarded as 
reinforced materials in the sense that they did not contain fibers. 
Nowadays the major thermoset resins, used in conjunction 
with glass fiber reinforcement, are unsaturated polyester resins 
and, to a lesser extent, epoxy resins (Piggott 1980). The most 
important advantages which these materials can offer are: (i) 
they do not liberate volatiles during cross-linking and (ii) they 
can be moulded using low pressures at room temperature.

A wide variety of thermoplastics have been used as the base 
for reinforced plastics. These include polypropylene, nylon, 
styrene-based materials, thermoplastic polyesters, acetyl, 
polycarbonate, polysulfone etc. The choice of a reinforced 
thermoplastic depends on a wide range of factors which include 
the nature of the application, the service environment and 
costs. In many cases conventional thermoplastic processing 
techniques can be used to produce moulded articles.

•	 It is assumed that the impact time of the bullet on the 
helmet is 1.5 ms, i.e. the bullet comes to rest 1.5 ms 
after hitting the surface of the helmet.

•	 The impact of the bullet on the helmet is assumed to 
be uniaxial (along x-axis). 

•	 For applying the boundary conditions of the helmet 
during analysis, the bottom part of the helmet is fixed. 

•	 The shape of the bullet is not taken into account while 
calculating the force of the bullet on the helmet. 

The dimensions of the helmet are:  width — 180.00 mm,  
height — 160.58 mm and length — 180.00 mm (Fig. 6).

The composite material chosen is Kevlar® 149/epoxy (fiber/
matrix) whose material properties are mentioned in Table 1. 
Various laminae are prepared out of this composite material, 

and the stacking of various laminae is done, which is oriented 
with principal material directions at different angles to the global 
laminate axes producing a structural element in the form of a 
shell. The strength of this shell is analyzed when a bullet, at 
a certain velocity, hits it (Silva et al. 2005).

The specification of the bullet is as follows:  AK 47;  caliber: 
7.62; mass: 8 g;  muzzle velocity: 710 m/s. The force exerted 
on the helmet is: m × a = 8 × 10−3  × (710/0.0015) = 3,786.667 N. 
The force with which the bullet hits the helmet is approximately 
taken as 4,000 N along the x-axis.

Here a software called Laminator is used, which takes the 
abovementioned material properties, load applied (4,000 N) and 
different angles of each lamina as the input. It calculates the [A], 
[B] and [D] matrices and the inverse of these matrices, as well as 
laminate stiffness properties. Each stacking sequence has 24 laminae. 
The material of each ply is the same and their thickness is taken 
as 0.21 mm. This process is repeated for several combinations.

Stacking Sequence 1
After applying the load and defining the boundary conditions 

to the helmet with the given stacking sequence, a simulation 
was made to run. The following plots in the form of results 
were obtained and studied to find the optimum configuration.

Stacking sequence 1: [(45)4, (0)4, (90)4] s with each lamina 
thickness of 0.21 mm. [A], [B] and [D] matrices are:

180

180

Figure 5. Types of reinforcement.

DESIGN CALCULATIONS AND ANALYSIS

The following assumptions have been taken while designing 
and analyzing this project: 

•	 It is assumed that the velocity at which the bullet 
hits the helmet surface is the same as the muzzle 
velocity. 

Figure 6. Top view showing the dimensions of the helmet.

The inverse of these matrices is:

The laminate stiffness properties are: 
Ex: 4.963e+006 
Ey: 4.963e+006 
Gxy: 1.006e+006 
Vxy: 0.097
We have similar stacking sequence for 2, 3, 4, 5, and 6. 

After applying the load and defining the boundary conditions 
to the helmet with the given stacking sequence, a simulation 
was made to run. The following plots in the form of results 
were obtained and studied to find the optimum configuration.

Firstly, taking the dimensions for the ballistic helmet, 
three circular sketches were made. By using those circular 
sketches as a guiding profile and carefully adjusting various 
parameters, a shell was formed with the help of surface loft 
feature (Fig. 7a).

Figure 7. Helmet configuration. (a) Shell forming; (b) Helmet with the support structure; (c) Defining composite layers; 
(d) Fixed support at the bottom; (e) Application of force; (f) Meshing; (g) Displacement distribution.

Thermoplastic or thermoset matrix

Particulate 
fiber

Particulate 
composite 

(Quasi-isotropic)

Unidirectional 
short fiber 
composite

Random short fiber 
composite (Quasi-isotropic)

Unidirectional 
continuous fiber 

composite

Bidirectional continuous 
fiber composite

Multidirectional continuous 
fiber composite (Quasi-isotropic)

Discontinuous 
fibers

Continuous 
fibers

+ + +

(a) (c) (e)

(g)

(b) (d) (f)



J. Aerosp. Technol. Manag., São José dos Campos, Vol.8, No 1, pp.33-39, Jan.-Mar., 2016 J. Aerosp. Technol. Manag., São José dos Campos, Vol.8, No 1, pp.33-39, Jan.-Mar., 2016

38 39
Singh P, Pramanik D, Singh RV Finite Element Analysis of Pilot’s Helmet Design Using Composite Materials for Military Aircraft 

Figure 8. Analysis results. (a) Displacement plot for 
[(90)4, (0)4, (90)4] s; (b) Stress plot for [(90)4, (0)4, (90)4] s; 
(c)  Strain plot for [(90)4, (0)4, (90)4] s; (d) Factor of safety 
plot for [(90)4, (0)4, (90)4] s.

Selection set Unit Sum of X Sum of Y Sum of Z Resultant

Entire body N −2,403.53 0.100185 −0.00871483 2,403.53

Entire body N −2,403.56  −0.0747453  −0.00140771  2,403.56 

Entire body N −2,403.56  −0.0443136  −0.00578333  2,403.56

Entire body N −2,403.49  0.140461  0.0142988  2,403.49

Entire body N −2,403.57  −0.00499602  0.000274185  2,403.57

Entire body N −2,403.53  0.0195969  −0.00771621  2,403.53

Table 2. Reaction forces.

Serial 
number

Sequence Ex Ey Gxy Vxy FoS

1 [(45)4, (0)4, (90)4] s 4.963e+006  4.963e+006 1.006e+006    0.097 21

2 [(0)4, (90)2, (0)2, (45)2, (0)2] s 8.857e+006  2.959e+006 7.074e+005    0.152 14

3 [(90)2, (0)2, (45)2, (0)2, (90)2, (0)2] s 6.903e+006  4.934e+006 7.263e+005    0.092 17

4 [(90)2, (0)2, (45)2, (0)2, (90)2, (0)2] s 4.821e+006  1.033e+006 8.338e+005    0.454 6.8

5 [(90)4, (0)4, (90)4] s 4.760e+006 8.715e+006 3.100e+005 0.031 17

6 [(0)2, (45)2, (90)2, (0)2, (45)2, (90)2] s 4.963e+006 4.963e+006 0.097 0.097 20

Table 3. Configuration by analysing the results of both Laminator and Solidworks simulations.
For analysis purposes, a support structure was designed 

to provide the fixture support at the sides of pilot helmet 
(Fig. 7b). This support works similarly to the straps provided 
for the support of the helmet in real time.

Linear elastic orthotropic material Kevlar® 149 is defined 
for all the layers (Fig. 7c). The bottom part of the helmet 
along with the designed vertical fixtures are fixed and used 
as boundary conditions for analysis purposes (Fig. 7d). 
Now, after defining the boundary conditions, the calculated 
force is applied (Fig. 7e) at the target point taken (where the 
bullet will hit the helmet). A fine high-quality mesh (with 
approximate element size equal to 7.9 mm) is generated having 
parabolic triangular elements with 10,354 nodes and total 
number of elements equal to 5,058 (Fig. 7f). Results in the 
form of stress distribution, strain distribution, displacement 
distribution and factor of safety distribution are obtained 
and analyzed (Fig. 7g).

ANALYSIS RESULTS

Displacements are measured in meters from the position where 
the bullet hits the helmet surface before any deformation occurs 
(Fig. 8a).

Distributions of von Mises stresses are shown in the stress 
plot obtained after running the simulation (in N/m2). In this 
case, a material is said to start yielding when its von Mises stress 
reaches a critical value known as yield strength. The von Mises 
stress is used to predict yielding of materials under any loading 
condition from results of simple uniaxial tensile tests (Fig. 8b).

The plot in Fig. 8c shows the distribution of strain in the top 
part of pilot helmet when the bullet hits the surface. The plot in 
Fig. 8d shows the factor of safety at every node. Factor of safety 
(FoS) is a term describing the structural capacity of a system 
beyond the applied or actual loads. Tsai-Hill failure criterion 

is used to evaluate the FoS at the top part of pilot helmet 
(composite shell). This criterion considers the distortion energy 
portion of the total strain energy that is stored due to loading. 
The reaction forces are shown in Table 2. It has proposed that 

there should be four helmets to suit flight requirements. After 
the careful study and comparison of different composite layer 
combinations in Solidworks and Laminator, the most optimum 
configuration is shown by stacking sequence 1 — [(45)4, (0)4, 
(90)4] s, as can be seen in Table 3. 

CONCLUSIONS

It has been concluded that the pilot helmet with 24 
layers (each layer with 0.21 mm) with total thickness equal 

to 5.04 mm provides the optimum configuration with the 
best combination of laminate stiffness properties and FoS 
(Chawla 1998) under the specified testing conditions 
(8 g bullet travelling with 710 m/s velocity). The weight of 
the helmet shell comes out to be 300 g but, in order to give 
stability and comfort, certain features like foam padding, 
straps etc. are provided, which increases the weight of the 
helmet to approximately 1 kg.

The stacking sequence 1 [(45)4, (0)4, (90)4] s, is found as 
the optimum configuration by analysing the results of both 
Laminator and Solidworks simulation.
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Table 1. Basic parameters of the conceptual strike-fighter.

Parameter Size

Length 22 m

Height 6.05 m

Span 14.2 m

Leading edge sweepback angle 45°

Trailing edge sweep forward angle 16°

Wingtip chord 1.865 m

Root chord 11.085 m

Canted fin angle 28°

Engine number 2

Airfoil main wing profile NACA64a204

Airfoil horizontal wing profile NACA64a202

Airfoil fin profile NACA64a003

Figure 2. Diagram of the aircraft with missiles.

Abstract: In order to study stealth strike-fighter, an analysis 
on stealth-aerodynamic integration and conceptual design is 
conducted. A conceptual 3-D digital model with internal antiship 
missiles and air-to-air missiles is designed in CATIA software. 
Based on the physical optics and equivalent electromagnetic 
current methods, using the self-programmed RCSAnsys 
software, the Radar Cross Section (RCS) characteristics and 
characteristics of scattering intensity distribution of the model 
are numerically simulated. Based on the turbulence theory of 
standard k-ε equations, using Fluent software, the pressure, 
velocity and lift-to-drag characteristics of the conceptual 
aircraft are numerically simulated. The simulation results 
show that the stealth and aerodynamic characteristics of 
the conceptual aircraft can be designed through integration 
analysis process, which can provide technical support to the 
design of the advanced operational aircrafts.

Keywords: Conceptual design, Stealth, Strike-fighter, 
Computational fluid dynamics, Simulation.

Integration Analysis of Conceptual Design 
and Stealth-Aerodynamic Characteristics 
of Combat Aircraft
Cheng Liangliang1,3, Yue Kuizhi1,2, Guo Weigang2, Yu Dazhao2

Introduction

Stealth operational aircraft is one of the trends of the 
development of modern military aircrafts. Depending on 
the stealth characteristics of the aircraft, the radar detection 
probability is reduced, aircraft survivability is enhanced and 
then the operational function is improved. For that reason, 
stealth operational aircrafts are under vigorous research and 
development, such as B-2 (Scott 2006), F-22 (Anonymous 
2009), F-35 (Starosta 2013), X-45 (Wise and Lavretsky 2011) and 
X-47 (Zhang et al. 2009) of the USA, stealth T-50 of Russia etc. 

Stealth aircraft has been studied throughly by researchers at 
home and abroad in several respects. Many academic results have 
been achieved in aircraft conceptual design, the Radar Cross Section 
(RCS) algorithm and stealth-aerodynamic analysis etc. In Deng 
and Yu (2013), the conceptual configuration parameters of all-
wing aircrafts are discussed. In Yue et al. (2014a), the influence of 
symmetrical incline of double-vertical fins on RCS characteristics is 
studied based on the physical optics method. In Yue et al. (2014b), 
the RCS characteristics of the aircraft are numerically simulated 
based on the physical optics and equivalent electromagnetic current 
methods, and the RCS characteristics of the aircraft are analyzed 
comparatively between when it is armed with external weapons 
and with internal weapons. In Saha and Majumdar (2012), the 
aerodynamic characteristics of delta wing are theoretically simulated 
at 65° leading edge sweepback angle and a subsonic velocity. Kazuhiro 
(2013) discusses the application of unstructured mesh in Computer  
fluid dynamics (CFD) aviation. In Vallespin et al. (2012), the flight 
dynamic performances of jet trainers and unmanned combat air 
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vehicle (UCAV) are estimated using CFD method. In Peng and 
Jinglong (2012), the intercoupling theory of CFD and computational 
structural dynamics (CSD) is applied to discuss wing flutter 
problem and analyze the aerodynamic and structural properties 
of the wings with winglets of cargo planes. He et al. (2009) studied 
the numerical simulation of stealth-aerodynamic integration of 
flying-wing. Although several respects in the domain have been 
over-studied by researchers at home and abroad, certain problems 
still need to studied. No public academic reports on stealth strike-
fighters have been obtained, and there is a lack of deep research in 
stealth-aerodynamic integration of conceptual aircrafts.

Aiming at the issue mentioned above, this article con-
ceptually designs the operational aircraft and analyzes the 
stealth-aerodynamic characteristics of the aircraft. It is expected 
that the results of the research will provide reference basis 
and technical support to the conceptual and stealth design 
of the aircraft.

Conceptual Design 
The strike-fighter conceptually designed in the article is a 

kind of operational aircraft with a single seat, double vector 
engines and normal configuration (Table 1). The layout of 
the conceptual strike-fighter is as follows: a pair of flaperons, 
a pair of fore flaps, a pair of moveable strake wings, canted 
double-vertical stabilators, a pair of differential tailplanes, 
blended wing body configuration, tricycle landing gears, a 
internal weapon bay, and four hardpoints under the main 
wings. The 3-D digital prototype of the conceptual strike-
fighter is designed with CATIA software, including digital 

prototype, a sketch map of the weapon mounting scheme 
and basic parameters (Fig. 1).

The weapon mounting scheme is shown in Fig. 2 as follows: 
(a) Scheme 1, the aircraft carries an internal long-range 
supersonic antiship missile and executes antiship missions; (b) 
Scheme 2, the aircraft carries 2 × 5 internal mid-range air-to-air 
missiles and executes air battle missions; (c) Scheme 3, the 
aircraft carries a mid-range supersonic antiship missile and 
five mid-range air-to-air missiles as well as executes antiship 
and air battle missions.

After the conceptual design, the RCS characteristics and 
aerodynamic characteristics are numerically simulated so that 
the stealth-aerodynamic performance can be analyzed.

Figure 1. 3-D digital prototype.

(a) Front view (b) Side view

(c) Top view (d) Perspective view

(a) Scheme 1 (b) Scheme 2 (c) Scheme 3

Theoretical basis

The theoretical basis of stealth and aerodynamics of combat 
aircraft includes three parts: the testing algorithm of RCS, 
the theoretical basis of CFD, and the process of analysis of the 
stealth-aerodynamic integration.

Testing Algorithm of RCS
Two respects are usually considered in stealth performance: 

radar stealth and infrared stealth. The article only analyzes the 



J. Aerosp. Technol. Manag., São José dos Campos, Vol.8, No 1, pp.40-48, Jan.-Mar., 2016 J. Aerosp. Technol. Manag., São José dos Campos, Vol.8, No 1, pp.40-48, Jan.-Mar., 2016

42 43
Liangliang C, Kuizhi Y, Weigang G, Dazhao Y Integration Analysis of Conceptual Design and Stealth-Aerodynamic Characteristics of Combat Aircraft

RCS characteristics of the aircraft for it is the main characteristic 
in the stealth domain.  

Regardless camouflage paint, when looking at the geometric 
profile of an aircraft, the testing algorithms for the numerical 
simulation of RCS characteristics are the physical optics and 
equivalent electromagnetic current methods. The surface 
element scattering is calculated by the former method, and 
the edge diffraction is calculated by the latter (Baussard et al. 
2011; Rochdi et al. 2010).

The equation of the physical optics method is:

The RCS unit conversion of the fighter is:

where: √σpo (in m2) is the RCS of a single surface element; 
j is the imaginary unit and j2 = −1; k = 2π/λ is the free space 
wave beam, where λ (in m) is the length of incoming radar wave; 
s is the surface exposed to radar; n is the unit normal vector 
of object surface; re is the unit vector at the electromagnetic 
direction of receiving antenna; ih



is the unit vector of 
the direction of the incoming wave field; ∙ is the dot product; 
× is the cross product; r is the vector from local origin to surface 
unit dS; i



is the unit vector of the incoming direction; s is 
the unit vector of scattering direction.

The equation of equivalent current method is:

where: √σecm (in m2) is the RCS of a single edge; t


is the 
tangential unit vector of the edge; q is the angle between incoming 
waves i



and t


; i
oE


(in V/m) is the intensity of incoming electric 
field; f and g are Ufimtsev diffraction coefficients; Z0 (in Ω) is 
the impedance of vacuum wave; i

oH


(in A/m) is the incoming 
magnetic field intensity; tr

 is the middle-position vector of the 
edge; l



is the edge vector.
The RCS of the strike-fighter is the total of the RCS of n 

surface units and m edges. The superposition equation is:

The arithmetic mean value of RCS of the fighter is:

where: σ (in m2) is the RCS of the fighter; σ is the RCS 
arithmetic mean; σdBsm (in dBsm) is the RCS of the fighter.

Theoretical Basis of CFD
The turbulence numerical simulation theory of the conceptual 

strike-fighter adopts the standard k-ε equations, which are: 

where: ρ is fluid density; k is the turbulent kinetic energy; 
t is the time; ui is the speed per time; μ is the viscosity of fluid 
power; μt is the turbulent viscosity; σk is the Prandtl number 
corresponding to the turbulent kinetic energy k; Gk is the 
production of turbulent kinetic energy caused by the average 
velocity gradient; Gb is the production caused by the buoyancy 
of the turbulent kinetic energy; ε is the turbulent dissipation 
rate; YM is the contribution to the expansion of pulsation in the 
turbulence; Sk is the source term defined by users; σε means 
the Prandtl number corresponding to dissipation rate; C1ε, 
C2ε and C3ε are the empirical constants; Sk is the source term 
defined by users.

The RANS method is applied to solve the turbulent flow 
problem.

The standard k-ε model is applied to turbulence model with 
high Reynolds number (Re) values while the wall-function 
method is adopted to solve the model with low Re values.

The wall-function method which contains a set of semi-
empirical formulae is used to refine the near-wall region.

u+ = 1/k ln(Ey+) and y+ = Δyp(Cμ
1/4 kp

1/2)/μ are derived, where 
y+ > 11.63 on the control node near the wall.

u+ = y+ and y+ = Δy/v √τw/ρ are derived, where y+ < 11.63 
on the control node near the wall.

(1)

(5)

(6)

(7)

(4)

(2)

(3)

101g10

where: y+ is a non-dimensional parameter and y+ = Δyρuτ /μ ; 
Δy is the distance to the wall; uτ  = (τw/p)1/2 is the wall friction 
velocity and τw is the wall shear stress; u+ is a non-dimensional 
parameter and u+ = u/uτ ; u is the mean velocity of the fluid; 
E is the energy of the fluid; Δyp is the distance from node p 
to the wall; Cμ is an empirical constant and kp is the kinetic 
energy of node p.

The Analysis Process of the 
Stealth-Aerodynamic Integration 

The main steps for analysis of the stealth-aerodynamic 
integration are as follows. A 3-D model of the aircraft is 
built in CATIA software; (2) with the self-compiled software 
named RCSAnsys, the RCS of the model is numerically 
simulated based on physical  optics and equivalent 
electromagnetic current methods; (3) the CFD numerical 
simulation of the model is conducted with Fluent software; 
(4) the performances of stealth-aerodynamic integration of 
the model will be analyzed comprehensively. The model of 
the aircraft should be improved or rebuilt until the results 
meet the demands.

After the theoretical basis is obtained, the analysis and 
simulation are conducted as follows.

Results and discussion

There are two parts in this section: the results and 
discussion of RCS and the results and discussion of CFD.

RCS
Based on the physical optics and equivalent electromagnetic 

current methods, it was used the self-programmed RCSAnsys 

software to make numerical simulation on the RCS character-
istics of the 3-D digital prototype. 

The RCS numerical simulation method applied in the paper 
is an approximate method for cavity calculation, and the exact 
solution for the inlets and nozzles cannot be obtained. The 
engines that have not been exposed to radar wave directly for 
the inlets are closed with inclined protective screening. The 
inlets of the model are also sealed with inclined planes for 
the calculation of RCS. The nozzles of the model are closed 
with cones and annuluses for calculation.

The conditions for the simulation in this paper are: two 
ways of polarization: H-H and V-V polarization; three pitch 
angles of incoming radar waves: −5°, 0° and +5°; four frequency 
bands: L, S, C and X. With Eqs. 1 to 5, the RCS of the plane 
is numerically simulated and the RCS characteristic curves of 
24 planes and 8,640 pictures of RCS scattering feature are 
obtained.

Under H-H polarization and 0° pitch angle, RCS characteristic 
curves of frequencies equal to 1.5, 3, 6 and 10 Hz are numerically 
simulated, as shown in Fig. 3. The RCS mean characteristics 
are simulated and shown in Tables 2–4. The RCS scattering 
characteristics of various parts of the plane are obtained, as 
shown in Fig. 4.

On the one hand, the RCS value of the model in specific 
direction can be as low as −40 dBsm, which is a very low 
value shown in Fig. 3 and Tables 2–4; on the other hand, the 
relatively higher RCS value can be obtained in certain forward 
angle range of the model. The mean RCS value in a range 
of ± 30° of the forward direction is −5.625 dBsm when exposed 
to 10-GHz radar wave. In general, it is the same or even exceeds 
the stealth level of modern fighters in the world.

The distribution of RCS scattering characteristics of 
the conceptual strike-fighter is shown in Fig. 4: (a) in the 

Table 2. Pitch angle of −5 ° and azimuth range of ± 30° — RCS mean value (in dBsm).

Frequency (GHz) Polarization type Front Side Back

1.5
HH −4.040 15.220 −1.834

VV −3.971 15.214 −1.839

3
HH −4.657 18.598 −1.679

VV −3.971 15.214 −1.839

6
HH −2.585 16.492 −0.580

VV −2.583 16.484 −0.585

10
HH −4.943 14.611 −0.927

VV −4.952 14.604 −0.927
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forward direction, RCS intensity distribution is fairly high 
on the engine in the air inlet, so there should be measures 
taken in the entrance of the inlet to reduce the intensity 
on the engine; (b) in both sides, the RCS intensity in the 

Figure 3. RCS characteristic curves (H-H polarization, pitch 
angle = 0°).
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Table 3. Pitch angle of 0° and azimuth range of ± 30° — RCS mean value (in dBsm).

Frequency (GHz) Polarization type Front Side Back

1.5
HH −6.056 13.070 −1.374

VV −6.197 13.102 −1.496

3
HH −4.596 15.010 −1.735

VV −4.615 15.010 −1.796

6
HH −7.991 15.248 −0.224

VV −8.021 15.238 −0.196

10
HH −7.982 14.737 −0.140

VV −8.003 14.737 −0.133

Table 4. Pitch angle of 5° and azimuth range of ± 30° — RCS mean value (in dBsm).

Frequency (GHz) Polarization type Front Side Back

1.5
HH −3.520 8.991 −0.449

VV −3.687 8.961 −1.058

3
HH −5.589 13.885 −0.571

VV −5.663 13.859 −0.695

6
HH −4.922 13.077 0.423

VV −4.963 13.098 0.444

10
HH −5.625 13.542 0.970

VV −5.708 13.562 0.951

nose, the body, the air inlet and the tail cone is high; (c) 
in the backward side, the intensity of the engine is high; 
(d) under 0° pitch angle of the incoming radar wave and 
10° azimuth, the intensity in the front edge of the strake 
wings and canopies is relatively high; (e) under −5° pitch 
angle of the incoming radar wave and 170° azimuth, the 
RCS intensity in the jet nozzle of the engine and in the tail 
is high; (f ) under 10° pitch angle of incoming radar wave 
and 75° azimuth, the intensity in nose, middle body, tail 
cone, the air inlet and vertical tailsis high and measures 
should be taken to reduce the intensity.

The numerical simulation of RCS characteristics can be 
used to calculate the RCS of each component of a plane and 
understand the RCS scattering characteristics there. It is signifi- 
cant for the further improvement of the forms and struc-
tures of the plane and reduction of its RCS intensity.

Next, there is the analysis on the aerodynamic characteristics 
after the stealth characteristics. 

CFD
It was used ANSYS14.5 software and the Fluent module 

in the Workbench software so that a CFD analysis was carried 
out on the conceptual strike-fighter, which mainly includes 
the following several parts: mesh generation, CFD numerical 
simulation and lift-drag characteristics analysis.

Mesh Generation
An analysis of the fluid mechanics of the strike-fighter is 

done. First, the 3-D digital prototype of the plane space is closed. 
Then we import the Workbench module in the Fluent software. 
In the Geometry, submodule generates geometric form of the 
strike-fighter. Then the geometric form is placed on the flow field; 
then, in the Mesh module, the mesh is generated. The region 
near the wall is refined with unstructured tetrahedron grid.

The specific processing of the wall function is as follows: the 
velocity values present a linear distribution along the normal 
direction of the wall where y+ < 11.63 for the corresponding 
layer is the viscous sublayer. In this case, u+ = y+.

The log-law distribution of velocity is observed on normal 
direction of the wall where 11.63 < y+ < 300 for the flow is in 
log-law layer and u+ =1/к ln y+ + B = 1/к ln(Ey+), where к is 
Karman constant, B and E are constants connected with surface 
roughness and к = 0.4, B = 5.5 and E = 9.8 for smooth surface.

A non-structural mesh of the plane is generated in Mesh 
module, shown in Fig. 5. The number of grids of the plane in 
the flow field is 39,686,281.

CFD Numerical Simulation and Lift-Drag 
Characteristics Analysis 

In this section, using Fluent module in Workbench software, 
the aerodynamic characteristics of the conceptual strike-fighter 
are numerically simulated. Turbulence numerical simulation 
theory of the plane uses the standard k-ε equation. As the 
velocity is 270 m/s and air flow has significant compressibility, 
the density-based solver is adopted.

Using Fluent software, setting the pressure of the incoming 
flow at 101,325 Pa, when the coming flow angle is 0°, CFD 
numerical simulation obtains: pressure distribution on the 
conceptual strike-fighter surface, as shown in Fig. 6; velocity 
distribution of flow field of the conceptual strike-fighter, as 
shown in Fig. 7.

(a) X-band (pitch angle = 0°; azimuth = 0°) 

(b) X-band (pitch angle = 0°; azimuth = 90°)

(c) X-band (pitch angle = 0°; azimuth = 180°)

(d) C-band (pitch angle = 0°; azimuth = 10°)

(e) S-band (pitch angle = −5°; azimuth = 170°)

(f) L-band (pitch angle = 10°; azimuth = 75°)

Figure 4. RCS scattering properties of aircraft components.

Y

X

Z

Figure 5. Grids of the conceptual strike-fighter.
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X Velocity

Figure 6. Pressure distribution of the conceptual strike-fighter.

plane nose pressure is strong and radome frontal pressure 
is greater than 1.2 × 105 Pa; pressure on the aircraft canopy 
and on the wing leading edge is smaller, and the minimum 
is 8.679 × 104 Pa; the greatest pressure is on the horizontal 
tail wing surface, near the 9.714 × 104 Pa; the tail cone rear 
pressure is strong, where the maximum pressure is about 
1.2 × 105 Pa.

It is known from Fig. 6b that: the bottom surface of 
the plane is under higher pressure; the pressure on the 
bottom surface is higher than that on the top surface of 
the forward part of the plane body, the effect of which 
provides a lift for the plane; on the fuselage, bottom 
surface and the top surface have similar pressure. The 
bottom surface of the middle part contributes with a 
small part to the lift force; on the backward fuselage, the 
bottom surface is under stronger pressure than on the top 
surface, about 1.021 × 105 Pa, and the bottom surface of 
backward body has a contribution to the lift; the wings, flat 
tail and moving strake wings are under stronger pressure 
on the bottom surface than on the top surface pressure, 
and the lower pressure is about 1.027 × 105 Pa. The wings, 
flat tail and movable strake wings all contribute to the lift 
force.

Under the coming flow velocity of 270 m/s and the pitch 
angle of 0°, in x-y plane, the aircraft and its surrounding 
air flow field velocity distribution is shown in Fig. 7: in x-y 
plane, the incoming wave velocity is axisymmetric along x 
axis; the front of the nose, movable strake wings and main 
wings have a small flow speed, the minimum of which is 
less than 200 m/s; air flow is slow behind the rear fuselage 
and the back of wings, and flow separation phenomenon 
is observed. Low speed air flow area is longer than the 
others;  on both sides of the nose cockpit and airplane 
wing tips, the air velocity is larger, and in some parts it is 
more than 290 m/s.

The distribution of pressure and velocity of the case as 
well as the lift-drag characteristics of the aircraft are obtained 
through CFD numerical simulation in Fluent software 
under the following conditions: the pressure of incoming flow from 
the distant flow field is 101,325 Pa, the incoming flow 
velocity is 270 m/s and the pitch angle is in a range of −6° 
to +15°. The simulation results are shown in Table 5.

A total of eight simulations are conducted in Fluent 
software with angles of attack at −6°, −3°, 0°, 3°, 6°, 9°, 12° 
and 15°, respectively, to obtain the lift and drag coefficients 

Figure 7. Flow field velocity distribution of the conceptual 
strike-fighter.

Pressure

Pressure
Z

Z
Y

Y

X

X

Top surface
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Figure 6 shows the distribution of pressure on the 
upper and bottom surfaces of the plane. Figure 6a shows 
that: the pressure on the upper plane surface is small; the 

and lift-drag ratios. The CFD simulation converges after about 
6,000 steps of calculation; then the convergence property of 
the simulations is verified and the results at different angles 
of attack are also obtained.

A CFD numerical simulation of the aerodynamic 
characteristics of the plane cannot obtain the distribution of 
pressure and velocity of the plane as well as analyze the lift-
drag characteristics so as to evaluate aerodynamic designs of 
the conceptual aircraft.

The integrated design and analysis of stealth and aerodynamics 
are embodied in the process of parametric variation study. The 
parameters are changing until they meet the design requirements. 
The satisfied parameters are obtained through iterating in integrated 
analysis and the process of analysis on stealth-aerodynamic 
integration is presented in this paper.

Conclusion

In the present research, the advanced combat aircraft 
is conceptually designed, and its stealth-aerodynamic 
characteristics are analyzed, reaching the following conclusions: 

Angle of attack (°)
Lift-drag characteristics

Lift coefficient Drag coefficient Lift-drag ratio

−6 −0.1313 0.0373 −3.5201

−3 0.0239 0.0349 0.6848

0 0.1732 0.0389 4.4524

3 0.3277 0.0485 6.7567

6 0.4976 0.0801 6.2122

9 0.6837 0.1535 4.4540

12 0.8568 0.1969 4.3514

15 1.0866 0.3159 3.4396

Table 5. Lift-drag characteristics.

•	 The design and analysis of the stealth-aerodynamic 
characteristics of the conceptual aircraft can be based 
on the analysis process of the integration of stealth 
aircraft conceptual design and aerodynamic analysis.

•	 Under V-V polarization, the mean RCS of forward 
± 30° part of the plane is σdBsm = −6.1497 dBsm 
(frequency band in 1 to 4 GHZ), 8.021 dBsm (4 to 
8 GHZ) and 8.003 dBsm (8 to 12 GHZ).

•	 Pressure and velocity distribution of the strike-fighter 
in flow field is in good condition. When the pitch 
angle is 3°, lift coefficient is 0.3277, drag coefficient 
is 0.0485 and lift-drag ratio is 6.7567. 

The analysis method of conceptual design and stealth-
aerodynamic characteristics of the combat aircraft can provide 
theoretical basis and technical support to the conceptual and 
stealth design of the aircraft.
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ABSTRACT: This paper describes the polycarbonate acrylic 
laminated development that can be applied in aeronautics 
and aerospace transparencies. The case studied is a 
laminated double-curved transparency (bubble form) used 
in an observation side window of a military aircraft. Side 
windows need strength and specific characteristics, similar 
to windshields, allowing the perfect visualization and image 
capture. Laminated transparencies composed by different 
materials have better qualities than the monolithic ones. This 
kind of transparency can offer high mechanical and chemical 
resistance, high transparency, no fragmentation and easy 
maintenance or recovery. A significant amount of information 
about materials and processes was jointed in order to build 
the reinforced transparency and validate this study. The final 
results were analyzed based on two points of view: mechanic 
resistance and, especially, optical quality.

Keywords: Transparency, Laminated polycarbonate, Acrylic, 
Window.

Reinforced Transparencies for Aerospace 
Application – Case Description
Melis De Bruyn Neto1, Rita de Cássia Mendonça Sales1,2, Koshun Iha1, José Atílio Fritz Fidel Rocco1

INTRODUCTION

Whenever it is necessary to see or capture images through 
a protective barrier, it arises the need to define it and build it as 
effectively and efficiently as possible. The problem that comes 
from this observation is to measure all the variables that can 
influence the requirements and, mostly important, to define the 
materials that can be used, as well as the methods and processes 
that will lead to the manufacture of a quality product. The 
materials chosen, suitable for the construction of reinforced 
transparencies for aerospace industry, as windshields, must to 
be taken into account, as well as all loads they are subjected 
to, including structural terms, mechanical and thermal loads (Fam 
and Rizkalla 2006). In addition, superior optical characteristics are 
also essential (Fixler 1977). 

The modern engineering and architecture “design” 
requires glazing materials that offer high levels of safety and 
high-performance mechanical properties. These properties 
include: ballistic resistance; wind loads; explosion; and physical 
attacks resistance. In some applications, noise level reduction, 
solar radiation resistance, and thermal barrier behavior are also 
desirable. The laminated glazing is the union of multiple layers 
of various materials such as glass, polymeric films, resins, and 
flexible sheets of transparent polymers (polycarbonate and/or 
acrylic), usually applied to obtain complex geometric shapes 
(Fixler 1977; Smith et al. 1996).

It is necessary a prior knowledge of the physicochemical 
properties of the engineering materials to make the right choice 
for each application. To the right choice, it is necessary to know 
the load or the effort to which the transparency must resist and the 
kind of effort that will be neutralized by the transparent barrier. 
However, it should be clear that there will always be an effort 
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Shearing Tests In Plane
Six samples with nominal size (4.0 × 5.0 cm; section area: 

20 cm²) were prepared using the following materials: an acrylic 
sheet, with 3.18 mm thickness, adhered to a PC sheet, with 
6.35 mm thickness. For the sheets adhesion, it was used an 
aliphatic PU crystal adhesive film with 1.27 mm thickness.

The samples were laminated in the same way of the observation 
window. They were tested after 48 h of stabilization. The shearing 
test was performed in plane (Fig. 3) using MIL-P-25690B (1995) 
as general references. It was used an electromechanical testing 
machine for tension and compression Tinus Olsen brand, model 
H100KS, with maximum capacity of 100 kN. The test speeds 
were 3 and 5 mm/min.

that can overcome the barrier, because there is no definitive 
mechanical barrier. Thus, the barrier will be “strengthened” until 
reaching the desired resistance and including a safety factor. 

Besides the mechanical strength, transparent barriers 
must have optical quality, being able to see or capture images 
by means of high light transmission level, with a minimum 
deviation or absorption, until the images reach the observer’s 
eye or the image capture device.

Reinforced transparencies are not only intended to prevent a 
mechanical failure, but to perform with maximum efficiency 
and preferably not releasing fragments that reach whom or 
what will be protected by the transparent barrier. The objective 
of this study was to describe the information needed to 
design and to construct a reinforced transparency for aerospace 
application made with polymeric materials, which is part of 
the “observation window” of a military patrol aircraft.

MATERIALS AND METHODS
Materials Choice 

The materials chosen for the observation window were 
based on MIL-PRF-5425E (1998) and MIL-P-46144C (1986). 
The chosen structural materials, in sheet form, were: acrylic or 
polymethylmethacrylate – PMMA (ASTM D4802-02) (Modified 
“cast” acrylic ACRYLITE® 249, CYRO Ind, USA); polycarbonate 
– PC (Fox and Christopher 1962; LeGrant and Bendler 2000) 
(LEXAN® 9034, GE-Plastics, USA); and, for bonding, in film 
form, polyurethane – PU (KRYSTALFLEX®PE399, Huntsman, 
USA), which is the material that allows a good adhesion between 
acrylic and polycarbonate.

The following sequence was used to prepare the specimens: 
two outer layers with 3.18 mm thickness of acrylic (PMMA); a 
central PC layer with 6.35 mm thickness; and between acrylic 
and PC layers, two aliphatic PU layers with 1.27 mm thickness 
were inserted. In other words, the final composition was: 
PMMA + PU + PC + PU + PMMA (Fig. 1).

Temperature Resistance Test
Two samples with nominal size (20 × 10 cm) were prepared 

and laminated in the same way of the shearing test samples. 
The samples were submitted to 100 °C for 50 min, using a 
circulating air oven (Kamp).

Specimens preparation
All the raw material plates were cut into dimensions much 

larger than the finished parts, using a circular saw. After this 
process, the plates were dehumidified at 100 °C, during 6 h in 
an air circulating oven.

The dehumidified materials were laminated in the sequence 
previously defined. A vacuum bag was prepared around the 
laminated (all the bagging materials are from Airtech®, USA; 
vacuum film and sealant tape). The set, formed by the laminate 
and the vacuum bag, was placed in an autoclave (FERLEX®, 
Brazil) to be bonded. To ensure the bonding material, the set 
formed by the laminate and the vacuum bag was heat-treated 
to 120 °C for 2 h at a 2 °C/min heating rate and pressured at 
0.7 MPa inside the autoclave. The temperature and pressure were 
maintained during 3 h; then, it was cooled until the ambient 
temperature was reached. At the end, the pressure was released 
and the cycle, finished.

Thermoforming Process
After autoclave process, the set was placed on a tool designed 

for the observation window manufacture. The tooling (Fig. 2) 
was heated to 180 °C at a 6 °C/min heating rate. After the 
laminate reached the melting point, it was blown at a pressure of 
0.14 MPa to achieve its definitive new shape. The specimen 
was then cooled at 2 °C/min.

The part trimming was performed in a conventional manner 
using bandsaw and sander. The polishing was done using fine 
finishing hand tools and then through sandpapers and finer 
abrasives, until it reached the desired polishing. The specimen, 
properly polished, was placed against a reticule grid to check 
possible optical distortions.

Figure 1. Materials sequence in specimens section. Figure 2. Thermoforming tool.

Polyurethane

Polycarbonate

Acrylic

Acrylic

Load
Load

Polycarbonate

Polyurethane

Figure 3. Schematic diagram of load applied in samples 
during the shearing tests in plane.

RESULTS AND DISCUSSION
Materials Choice

Nowadays, most of civil and military aircraft windows 
are made with acrylic (PMMA) due to its transparency, 
availability, strength and ease maintenance, fulfilling all the 
aviation requirements and standards (Blass 1985; LaPluma 
and Bridenbaugh 1988). This material also meets the 
requirements for external surfaces of reinforced transparency. 
However, in case of violent impact, it can shatter, causing 
sudden aircraft depressurization. To satisfy the high impact 
strength requirement, the best polymer is PC, already used 
in military fighter aircraft canopies (Wiser 1971). Both 
materials have high light transmission levels and they 
are thermoformable. To connect these two materials, the 
aliphatic PU films (Plepis 1991; Vilar 1991) can be used, 
providing the adhesion between layers. Table 1 shows the 
properties of the chosen materials for the manufacture of 
aircraft observation window.

After materials selection, it was carried out a temperature 
resistance test to verify the laminate behavior at 100 °C. 

Material
Modified “Cast” 

Acrylic
Polycarbonate 

standard MIL-PRF-5425E 1998 MIL-P-46144C 1986

Commercial 
type Acrylite® 249 LEXAN® 9034

Provider CYRO Ind, USA GE-Plastics, USA

Poisson’s 
ratio 0.35 0.37

Tensile 
strength 80.3 MPa 65.5 MPa

Maximum 
elongation 4.4 % 110.0 %

Tensile 
Modulus 2.76 GPa 2.39 GPa

Compressive 
strength 124.1 MPa 86.18 MPa

Flexural 
strength 113.76 MPa 93.08 MPa

Shear  
strength 

(ultimate)
62.05 MPa 68.95 MPa

Izod impact 
(notched) 21.35 640.5 – 854

Table 1. Acrylic and polycarbonate mechanical properties.

There was no appearance of undesirable bubbles, yellowing, 
delamination or any other conduct that could compromise 
the functions of the laminate or its general appearance. 
It was also verified that the temperature would not 
compromise the good light transmission without distortion or 
deformation.

Shape Determination
The final shape of the transparency is better defined by 

the obtaining process than by a geometry defined through 
engineering software (Fig. 4). The method used to obtain 
the transparency form was the thermoforming by blowing 
compressed air (Blass 1985), since it allows the material to 
expand freely until the desired format is obtained. 

The expansion process by free blowing determines the shape 
and cooperates with the optical quality, avoiding deformities, and 
it does not cause undesirable distortions in contact with the tool 
— they are visible only at the edges of transparency. The result by 
thermoforming is an elliptical paraboloid shape (Fig. 5), caused 
by laminated thinning (more in the center than in the edges), 
because of area increasing and thickness loss. 
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Figure 7. Curve “load × deflection” of the S2.
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Optical Distortions
Samples submitted for verification did not have relevant 

distortions, detected by the human eye, which could compromise 
the good appearance of the grid images captured through 
the transparence (Fig. 6). However, it was detected the 
presence of a slight optical power due to thickness variation 
at the center of the part, resulting from thinning, occurred 
during the thermoforming process, which creates a kind  
of diverging lenses. The contact with the thermoforming tool 
produces contact marks that are manifested in the form of 
distortion of the edge part; however, these distortions do not 
affect the results, when transparency is in use, since it does 
not become apparent because this region is covered by the 
transparency frame.

The optical distortions verification (Fixler 1977) is an 
important parameter in reinforced transparencies (Pardini 
and Peres 1996). The reinforced transparency, besides being 
considered a barrier to prevent an effort to continue, should 
allow observing or capturing images through it with the best 
possible quality, not adding deviations image distortions, retain 
the light wavelength or filter visible spectrum.

All the images captured during the transparencies flight 
test had an excellent clarity and no visible distortions, which 
confirmed the prior results obtained with the grid.

Shearing Results In Plane
Aircraft side windows have a significant temperature 

differential between inner and outer layer, as much higher as 
the aircraft flying altitude. The internal temperature is usually 
around 20 °C, and the outer temperature can be less than −54 °C, 
so the dimensional variation between layers produces high 
big shear forces that must be compensated by the polyurethane 
layer elasticity. In this case, the PU adhesion between acrylic 
and/or polycarbonate must be verified. The shear test indicates 
the degree of adhesion acquired by the laminated.

Each trial lasted until a little over 2 min, since the total 
displacement was around 6 mm. Tables 2 and 3 contain the 
results obtained in the shear test.

The test speed of 3 mm/min was appropriate, according 
to the behavior observed, which does not present a premature 
rupture and produces a clear “load × deflection” curve. The 
standard deviation in general demonstrates a short range of 
values, or more reliability in the results obtained. The test speed 
of 5 mm/min does not produce results with small variation, 
since the values obtained were two or three times higher than 
the values obtained with test speed of 3 mm/min. 

The maximum shear stress average demonstrates a satisfactory 
adhesion degree between layers in both speed tests and was 
greater than the expected. 

A more detailed analysis of the displacement data between 
the sheets of acrylic and polycarbonate may provide an order 
of magnitude for the lengthening ability of the polyurethane 
adhesive, but the PU manufacturer (Huntsman, USA) indicates 

B-B

B B
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A

A-A

L-B

B

A L-A

H

Figure 4. Orthogonal views and transparency section. A-A: 
Height; B-B: Width; L-A: Vertical vision angle; L-B: Horizontal 
vision angle; H: Depth.

Figure 5. Laminated after thermoforming made with an 
appropriate tool.

Figure 6. Transparency view without distortions in the 
central area.

500% of elongation at the KRYSTALFLEX® PE399 datasheet 
(Huntsman 2015).

All samples tested were broken or showed detachment 
from plastic layers. The S2 had supported the major load, 
and S4, the minor one. Figure 7 shows a typical curve of 
“load × deflection” generated by S2 test.

needed to design and to construct a reinforced transparency 
for an aerospace application, which is part of the “observation 
window” of a military patrol aircraft, as well as to validate such 
information through the construction of the transparency and 
analysis of the results.

The combination of the techniques used and the layers 
union in an appropriate and sequential manner was essential 
for the construction of transparency, which was successfully 
completed. Any failure would not allow the following step.

The optical results allow to state that the material choices 
were appropriate, especially on the composition and position 
of them. The acrylic usage on the internal and external 
faces of transparency had ensured the necessary optical 
quality. The fabrication process chosen, by the free expanding 
thermoforming, guaranteed a regular format of the visible 
area because there were no contacts with any tool.

All samples presented a satisfactory adhesion degree 
between layers during the shearing tests in plane. The 
parameters of speed test were greater than the expected, but 
this did not affect the results; the samples showed mechanical 
resistance parameters required by the aeronautical industry. 
Therefore, it was possible to demonstrate the technological 
knowledge necessary for the development and manufacture 
of reinforced aerospace transparencies for this type of 
application.

Sample
Maximum load 

(kgf)
Breaking load 

(kgf)
Displacement

(mm)
Shear stress

(kgf/cm²)

S2 1,059.2 1,027.5 6.2 51.4

S4 881.4 793.3 5.8 39.7

S6 951.1 913.7 5.7 45.7

Average 963.9 911.5 5.9 45.6

Standard deviation 89.6 117.1 0.3 5.9

Table 2. Results obtained in the shear test at the speed of 3 mm/min. 

Sample
Maximum load 

(kgf)
Breaking load 

(kgf)
Displacement

(mm)
Shear stress

(kgf/cm²)

S1 1,010.2 982.7 6.2 49.1

S3 1,034.3 967.7 6.4 48.4

S5 972.8 896.7 6.3 44.8

Average 1,005.8 949.0 6.3 47.5

Standard deviation 31.0 45.9 0.1 2.3

Table 3. Results obtained in the shear test at the speed of 5 mm/min.

CONCLUSIONS

The objective was achieved by implementing the proposed 
road map, which was to organize some of the information 
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ABSTRACT: Under conditions of the influence of space 
environment factors, the thin-walled load-carrying 
transformable-volume structures are subjected to volumetric 
deformation and long-time exposure to external loads, close to 
maximum permissible design values. The required functional 
properties of transformable-volume structures are ensured 
on the basis of applying surface engineering methods, whose 
effectiveness is difficult to confirm as there is no possibility 
to reproduce the space environment factors complex under 
the terrestrial conditions. The method for verification of 
applied technologies regarding the modification of surface 
properties was described. It was based on the comparison 
of finite-element and experimental-computational models of 
displacements in equivalent fragments of the transformable-
volume structures surface. Qualitative and quantitative 
evaluation of methods is given, allowing changing the rigidity-
strength characteristics of transformable-volume structures 
for space applications without alteration of their mass and 
compactness.

KEYWORDS: Transformable-volume structures, Surface 
engineering, Non-destructive testing, Electron shearography, 
Load-carrying shells, Foldable shells.

Functional Characteristics Improvement of 
Metal Transformable-Volume Structures 
for Space Applications
Leonid M. Lobanov1, Valentin S. Volkov1, Alexander V. Yakimkin1, Viktor V. Savitsky1

INTRODUCTION

Deployable structures refer to the actively developing field 
of space technologies, which allow simplifying the delivery of 
useful freight to the near-Earth orbit. In the majority of cases the 
deployable or inflatable space structures represent shells made 
of elastic soft materials, capable of withstanding multiple non-
fracturing bends. Therefore, the main attention of developers 
of these types of structures is focused on the provision of shell 
rigidity and its stability after deployment by using different 
methods of strengthening, which have limited effectiveness 
(Pellegrino 2015; Underwood et al. 2015; Schenk et al. 2014).

A separate class of deployable structures are transformable-
volume structures (TVS) with a metal shell (Fig. 1c), in which 
the use of geometric regularities of surface bending allows 
realizing the volumetric deforming, comparable with the bends 
of soft materials (Paton et al. 2015). One of the applications of 
such structures is their use as a sliding bearing rod rigidly fixed 
at one of its ends on the outer surface of the base spacecraft 
(e.g. the International Space Station — ISS). In the working 
state after unfolding the metal TVS has higher spatial rigidity 
compared with the initial metal shell before its transformation 
to a compact state. In creation of similar structures the main 
objects for research are the methods of surface engineering, 
whose application allows providing the required functional 
properties of the transformable shell with minimum weight and 
maximum compactness under condition of aggressive space 
environment factors (SEF) action. Finally, it is necessary to solve 
the problem of correctness of calculated evaluations at the stage 
of laboratory and check tests. This problem is predetermined by 

doi: 10.5028/jatm.v8i1.529

1.National Academy of Sciences of Ukraine – The E. O. Paton Electric Welding Institute – Kiev – Ukraine.

Author for correspondence: Valentin S. Volkov | National Academy of Sciences of Ukraine – The E. O. Paton Electric Welding Institute | 11, Bozhenko str. | 03680 – 
Kiev – Ukraine | Email: valentinvolkov@ukr.net

Received: 08/08/2015 | Accepted: 11/26/2015



J. Aerosp. Technol. Manag., São José dos Campos, Vol.8, No 1, pp.55-62, Jan.-Mar., 2016 J. Aerosp. Technol. Manag., São José dos Campos, Vol.8, No 1, pp.55-62, Jan.-Mar., 2016

56 57
Lobanov LM, Volkov VS, Yakimkin AV, Savitsky VV Functional Characteristics Improvement of Metal Transformable-Volume Structures for Space Applications

the impossibility of reproduction of all SEF spectrums, under the 
Earth conditions, and also by complexity and high cost of 
experiments for their simulation.

2,000 Hz, linear and angular inertial loads. It is also subjected to 
cyclic temperature influence in solar terminator transition with 
a maximum admissible temperature difference from −150 up to 
+125 °С. The decrease in a given range provides the decrease in 
temperature gradients in the shell structure at cyclic heating and, 
consequently, leads to the decrease in deformations, in which 
the maximum values are almost always regulated for definite 
conditions of service and application of TVS. In addition, the 
working temperatures of optical surfaces also predetermine 
other parameters, whose range is limited by the requirements 
of structures for space applications — for example, the rate of 
precipitation of volatile condensing substances and duration 
of a possible contact of an operator in a space suit during the 
work beyond the ISS (for conical TVS it is more than 5s at 
temperatures from −43 up to +63 °С). The combination of 
the above-mentioned requirements allows selecting in most 
cases stainless steel as the optimum material for a TVS shell, 
providing also the lower deformability of structure under 
service conditions due to the value of Young’s modulus, which 
is 1.5/2.0 times higher than that of titanium and aluminium.

The use of a complex approach to the surface engineering 
allows providing the optimum combination of factors which, 
to a larger extent, determine the strength and stability of the 
structure under the SEF effect at the best mass-dimensional 
characteristics. The design configuration of multisectional 
conical TVS, which is given by the authors as a main example, 
is defined by their definite functional application and can 
vary by changing the geometric sizes of separate sections and 
thickness of their structural material. On the other hand, the 
compactness, or coefficient of transformation KТ, is related to 
geometric parameters of conical sections of given thin-walled 
TVS with a stainless steel shell by the dependence: 

circumferential corrugations. The volume deforming of the initial 
steel shell with the formation of surface folds allows changing 
its space rigidity after deployment (Fig. 1b, III) at δ = constant 
and at different variants of meridian profile (Fig. 1a). In our 
case, not only the operation of shape formation is achieved by 
plastic deformations of the steel shell, but also the required 
complex of properties of the structural material is attained. 

Further, the application of surface engineering methods 
applied to metal TVS is of current importance for changing 
their thermal optical properties. The temperature of TVS surface 
(TS), whose material has a high coefficient of thermal expansion, 
defines mainly its deformation mode. The value TS under other 
equal conditions is determined only by the AS/ε ratio, where 
AS is the coefficient of solar radiation absorption and ε is the 
emissivity coefficient of TVS optical surface. The possibility 
to influence this ratio allows changing within wide ranges the 
structure deformability under conditions of the orbital flight. 

Figure 2 illustrates the dependence of minimum (TSmin) 
and maximum (TSmax) calculated values of temperatures on the 
TVS surface of a conical type (material: steel AISI 321) on the 
AS/ε ratio in service of the structure in random working point 
of the ISS’s external surface. The selected zone (TSopt) limits 
the selected optimum range of temperatures (−43 to +63 °C), 
corresponding to the ratio AS/ε = 0.26/0.54.

of stability and strength analysis of a definite structure and 
the estimation of optimum combination of methods for 
strengthening and for optical surfaces treatment, which allows 
deformability reduction. At this stage it is necessary to implement 
the effective methods of monitoring, which could confirm the 
correctness of calculations by using numerical methods and 
reduce as much as possible the cycle of complex and expensive 
on-land stand tests of the structure at the stage of manufacture. 
In creating a TVS (Fig. 1c) the verification of a finite-element 
computational model of the structure has been implemented by 
the method of electronic shearography. At the same time, the 
effectiveness of the discussed methods below for surface property 
modification was confirmed in the modelling of radiation heating 
under vacuum conditions on separate segments of the conical 
structure. For these segments the boundary conditions on the 
circular mating contours corresponding to a multi-sectional 
shell have been reproduced.

RESULTS AND DISCUSSION
Alteration in spatial rigidity of a TVS shell 

The transformation of a circumferential fragment of the 
conical shell surface into a fold corrugation with width АВ 
(Fig. 1a) should be maximally approached to the equality 
condition of cone fragment meridian length before and after 
the transformation that allows producing the shell folding in a 
compact shape without tension and compression of the material. 
It is evident that this condition can be fulfilled at different 
flatnesses of the fold meridian’s profile. The formation of fold 
meridian can be described, in particular, by the deformation 
of the function f (x) = (x – R)3:

I' I

II'
II

J

J

R

III

Figure 1. Graphic representation of the mathematical model 
for: (a) Fragment transformation of the initial conical shell (Iʹ) 
into a single corrugation (IIʹ); (b) The transformation stages 
of the metal TVS shell; (c) Design solution for multi-conical 
TVS. J represents the welded joints of the shells.

METHODOLOGY

The strength and spatial rigidities are referred to the main 
functional characteristics of TVS, subjected to improvement. 
They guarantee the mechanical integrity of the transformable 
shell, its minimum deformability and absence of a local buckling 
at any combinations of external and operational loads, as 
well as stability, speed of unfolding and its sequence. The 
mentioned characteristics depend not only on a general 
geometric  configuration of TVS, properties and thickness 
of the structural material, type of joining stiffening elements 
between separate sections, but also on local features of surface 
geometry (type of surface folding) and on others, first of all, 
thermal optical properties of the surface.

Selection of design parameters and the task of improvement 
in the functional characteristics of TVS are reduced to the search 
for the best combination of strength and rigidity characteristics 
of the shell and its compactness at minimum possible weight. 
The thin metal shell of TVS should preserve the mechanical 
integrity and functional properties under the effect of mechanical 
loading factors, acting in the process of orbital injection (impact-
pulsed loading and acoustic noise) and in the process of operation 
under space environment conditions. In particular, in case of 
rigid fixation at the external surface of the ISS, the structure 
can be subjected to the action of sinusoidal (harmonic) vibration 
in the range of frequencies from 5 up to 20 Hz and wide-band 
random vibration in the range of frequencies from 20 up to 

where: n is the number of folds (circumferential corru-
gations) in the shell transformed into a flat disc (Fig. 1b, II); 
S is the slant height of initial cone (Fig. 1b, I); α is the angle of 
conicity of initial cone; δ is the thickness of structural material 
of the TVS shell. 

The tendency to maximum values of KT, attainable at 
δ → min, at unchanged preset design configuration of TVS, 
requires the correction of flat disks manufacture technology 
and, finally, the decrease in radius of bending in apexes of 
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Figure 2. Dependence of minimum and maximum calculated 
temperature values on the surface of conical-type TVS on 
the AS/ε ratio. 

The precise selection of temperature range and the 
determination of required thermal optical characteristics of 
the surface can be made after the solution to the problem 

where: t ∈ [0; 1 + γ], γ ≥ 0, k = tgα; R is the equivalent 
radius of a fold (Fig. 1a). 

So, the shape of the meridian profile, present in the process 
of volumetric deformation of the shell, greatly influences the 
space rigidity of the structure and the parameters of its stability 
under the SEF conditions. The residual plastic deformations 
in the apexes of the folds lead to the formation of circular 
corrugations (Fig. 1b, III), which fulfil the function of stiffeners 
in a TVS shell after deployment. To determine the critical 
values of external loads of single shells, for example, under 
the influence of the axial compressive force, there are known 

(a) (b) (c)

(1)

(2)y = t × (x – R)3 + k × (x – R) × (1 – t)
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analytic solutions. Nevertheless, such solutions are absent for 
the stability problems of conical shells with a complex shape 
of generatrix in the configuration of the folding multi-layered 
systems at a random direction of the loads application. In modern 
studies, considering the problems of non-linear mechanics of 
multilayered structures, the numerical methods of calculation, 
based on the principle of minimum potential energy of the 
system, are applied for the solution to stability problems 
(determination of bifurcation points, critical loads and forms of 
stability losses, accompanied by snap-through behaviour (Ario 
and Watson 2009, 2010). In particular, in the study of Ario and 
Watson (2009), the equilibrium equation, as applied to the bar 
system, is written by using the mentioned principle:

The equilibrium of the system is determined by the principle 
of minimum total potential energy:

conical sections, rigidly fixed on the circular base K, under 
the effect of typical combination of mechanical loads. They 
include linear (аX = +12 m/s2, аY = +12 m/s2, аZ = +9 m/s2) and 
angular (εX = +1.4 rad/s2, εY = +1.4 rad/s2, εZ = +0.4 rad/s2) 
accelerations of the structure’s centre of mass in combination 
with admissible values of temperature effects (from −150 up  
to +125 °С). As a main criterion of structure strength, the 
following condition is taken:

surface of the structure shell are shown; a and b are conical 
sections with the shape of a meridian profile, corresponding 
to Fig. 3a and 3b. It can be seen that the integration into a 
multisectional TVS of structural elements with a different shape 
of a meridian profile also allows the process of the controlled 
unfolding, where the transformation of structural elements can 
start, for example, on the side of a free edge, and finish with 
an element, rigidly fixed on the support contour. This approach 
gives an opportunity to greatly decrease the deformability of 
TVS in the unfolding process, caused by non-uniform heating 
of its surface with the flux of solar radiation, and also to reduce 
the values of stresses in the zone of a supporting conical section 
fixation and in the zones of conical sections joining.

It should be noted that the flatter profile of a corrugation greatly 
complicates the technology of the volumetric deformation of 
the shell and, as shown above, it has no decisive effect on the 
structure stability during its service after unfolding. Hence, 
the tendency to simplify the technology of TVS manufacture 
and its improvement causes the need for changing the thermal 
optical properties of the shell surface. 

where: Fi is the critical force; υi and υi are the angular and 
linear displacement; Π is the total potential energy of model; 
n is the number of bars in the model. 

It is assumed that a stability criterion of the system is the 
non-equality to zero of a determinant of rigidity matrix R 
(Jacobian for J ∈ Rn × n), which is presented in the form:

Similarly to Ario and Watson (2009), at the first stage, the 
neutral surface of the multifolding TVS is approximated by a 
set of discrete elements, where, for each of them, an expression 
of potential energy Πe is formed taking into account the rigid 
characteristics and mutual links. The general view of this expression 
can be written in the form:

where: [D] is the matrix of nodal displacements; [D]T is 
the transposed matrix D; [K] is the stiffness matrix; [R] is the 
matrix of external load.

By summing up the expression Πe for all n elements of the 
model, we shall obtain the expression of the potential energy 
for all the calculated regions: 

where: u, υ and w are linear displacements; β, ∂ and θ are 
angular displacements; m is the number of nodes in the model.

The equilibrium stability of TVS is determined similarly to 
Eq. 4 by double differentiation of Eq. 6: J = ∂2Π/ ∂[D]2. Under 
the condition J > 0, the structure is at the stable equilibrium and, 
at J = 0, it is at a non-stable one. In the second case, the critical 
load leads to the appearance of the bifurcation point, i.e. to the 
probability of formation of several stability losses forms.

At the equivalency of approach to the solution, the calculation 
of TVS is more complicated than that of the bar systems. This is 
caused by the degree of approximating polynoms, determining the 
number of nodes in a finite element and by a number of degrees 
of freedom (angular and linear displacements) in its nodes. In 
addition, the segments of multifolding TVS are characterized by 
a more complicated three-dimensional work, while the structural 
elements of bar hinged systems experience single-axis loading. 

The modelling of the TVS unfolding process with different 
initial shapes of the meridian profile by applying the dynamic 
finite-element model (FEM) (Mayes et al. 2009; Silver and 
Warren 2010), carried out by using standard finite-element 
analysis, allows determining the final shapes of profile, taking 
into account the physical and mechanical properties of the real 
structural material. Figure 3 presents the shells in unfolded 
state with two maximum different shapes of initial profile of 
the meridian: at γ = 1.5(a) and at y = 0.5 (b) (see Eq. 2).

In the computational model of the structure variant, the 
thickness of shell structural material (stainless steel AISI 321, 
proof stress Rp0.2 = 205 MPa) is taken as δ = 0.15 mm. The 
number of truncated conical elements with diameters of 
bottoms D = 400 mm, d = 250 mm and height h = 160 mm is 
equal to 11. Figure 3 illustrates the calculated maximum values 
of equivalent stresses in the joining zone of structure’s support 

Figure 3. Equivalent stresses σe in TVS with a piecewise 
smooth (a) and sinusoidal (b) profiles of the shell meridian 
subjected to the effect of maximum SEF values. 

K
K

x
y z

22.5 MPa

202 MPa

19.5 MPa

176 MPa

where: σe are the equivalent stresses in the TVS shell, 
determined in accordance with the von Mises-Hencky theory 
given as:

where: σ1, σ2 and σ3  are the principal stresses.
At equivalent combinations of maximum external effects, 

the values of maximum equivalent stresses in a supporting 
part of the structure with a sinusoidal profile (Fig. 3b) are 
1.15 times lower than in the structure with a profile of corrugations 
close to the piecewise smooth one (Fig. 3a). TVS with a piecewise 
smooth profile are characterized by the formation of clearly 
expressed stress raisers at the broken regions of corrugations and, 
as a consequence, by less uniform distribution of stresses over 
the surface; the maximum values of stresses σeMAX  = 202 МPa 
practically correspond to the Rp0.2 value.

Figure 4 shows an experiment on TVS unfolding consisting 
of 11 sections (according to Fig. 3) with a different fold profile of 
structural elements (Fig. 4a) and the result of dynamic FEM 
of the unfolding process of the equivalent structure (Fig. 4b). In 
the isofields scales, the equivalent stresses σe (МPa) in the neutral 

b

b
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Figure 4. (a) The experiment on TVS unfolding and the growth 
curve of the excessive unfolding pressure (P) in the inner cavity 
of the shell; (b) The result of dynamic FEM of the process. 

The modification of TVS surface properties
The surface of the metal shell, absorbing the solar radiation 

mainly in the visible part of the spectrum, should possess a low 
absorbing capacity AS and a high radiating capacity ε under 
conditions of heating and, respectively, high AS in the spectrum’s 

(4)

(3)

(6)

(7)

(8)

(9)

(5)

(a)

(a)

(b)

(b)

Rp0.2 > σe

σe = {[(σ1 – σ2)
2 + (σ2 – σ3)

2 + (σ1 – σ3)
2]/2}1/2

Πe = 1/2 [D]T [K|D] – [D]T [R]



J. Aerosp. Technol. Manag., São José dos Campos, Vol.8, No 1, pp.55-62, Jan.-Mar., 2016 J. Aerosp. Technol. Manag., São José dos Campos, Vol.8, No 1, pp.55-62, Jan.-Mar., 2016

60 61
Lobanov LM, Volkov VS, Yakimkin AV, Savitsky VV Functional Characteristics Improvement of Metal Transformable-Volume Structures for Space Applications

infrared part. In the definite range the change of the mentioned 
value is attainable with mechanical and chemical treatment of the 
surface. Thus, the increase in roughness leads to the simultaneous 
reduction of AS and ε and does not allow reducing greatly the 
maximum temperatures on the TVS surface neither under 
conditions of heating by the solar radiation flux, nor during the 
heat emission by radiation in the shade side of the orbit. For this 
reason, during the TVS development, the object of investigation was 
the AS/ε ratio correction of definite shell material by deposition of 
different combinations of materials and their compounds 
on TVS surface, which performed functions of selective-coatings. 
The option of the necessary coating was determined not only by  
its thermal optical properties, but also by adhesion to the surface of  
the metal shell taking into account the large deformations of its 
surface during unfolding, as well as by different rates of  sublimation of 
materials under vacuum space conditions. 

Unique functional characteristics of the transformable shells, 
capable of changing one of their dimensions by 40 and more 
times, do not allow applying the known materials with preset 
thermal optical properties for their passive heat protection, 
for example, enamels, screen-vacuum heat insulation etc. The 
preparation of TVS optical surfaces after roughness correction 
was carried out by using electron beam spraying of thin coatings 
of metals and their compounds with required AS/ε ratios. At the 
same time, it is evident that the result of this modification in 
the shell, expressed in values of displacement of random parts 
of its surface at different temperature values, requires a valid 
experimental confirmation even at the intermediate stages of 
large-sized transformable structures manufacture. 

At the stage of laboratory testing, the efficiency of coatings 
with different values of ε and AS was determined on the 
transformed conical section parts, which were fixed on the rigid 
frame and, within equal time, were subjected to a vacuum test 
while heating with an imitation of the spectrum and intensity 
of the radiation flux close to sunlight. Caused by plates heating, 
the surface deformation was recorded by a non-contact method 
of electronic shearography (Lobanov and Pivtorak 2014). 

Since the experiments were conducted under the same 
mechanics and thermal optical conditions, the data on the 
maximum observed number of fringes N were used to simplify 
circuit calculations and comparative assessment.

The number of fringes N, which is recorded by the method 
of electron shearography using the shearographic system during 
the object deformation, is connected with values ∂V/ ∂X by the 
following expression (Lobanov and Pivtorak 2014):

where: λ is the wave length of the laser radiation source; 
∆x is the value of a shear (shift) in the direction of OХ axis in 
the optical scheme of the interferometer; V is the component 
of displacement vector, directed normally to the surface. The higher 
deformations of the surface at thermal loading of the object 
correspond to the larger number of fringes, observed in the 
shearographic pattern.

Figure 5 shows the results of the experiment on the 
determination of the fringes of order N in the TVS shell part 
with different thermal optical coatings at radiation heating, 
simulating the conditions of heating at the near-Earth orbit. 
The temperature drop during heating is ∆T = 2 °C. At the stage 
of heating three surfaces were examined: (1) the TVS surface of 
stainless steel AISI 321 without coatings after chemical etching 
(Fig. 5, Ι); (2) the same surface after the deposition by the 
method of electron beam spraying of aluminium coating of 
480 nm thickness (Fig. 5, ΙΙΙ); (3) the antecedent surface with 
spraying of Al2O3 of 45 nm thickness on the aluminium layer, 
simulating the formation of the oxide film, greatly increasing 
the absorption coefficient AS (Fig. 5, ΙΙ). It should be noted that, 
at applied thicknesses of coatings, the surface’s thermal and 
optical properties depend also on the properties of the coated 
metal, and small thicknesses of the coated layer were used for the 
accuracy evaluation of the experimental part of the procedure. 
The dependence of N values (see Eq. 10) for different variants 
of surfaces on the heating time t is given in Fig. 5.
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Figure 5. The number of fringes N in a shearographic 
interferogram depending on the time of radiation heating t in a 
TVS shell part. 

As the coatings, sprayed on the object’s surface, have a small 
thickness and cannot significantly change the thermo-mechanical 
properties of plates, the deformation ∂V/ ∂X and, consequently, the 

number of observed fringes N in the shearographic interferogram 
are proportional to the temperature attained on the surface due 
to the radiation heating. Thus, as to the data of the diagram 
in Fig. 5, it is possible to obtain the quantitative evaluation of 
effectiveness of sprayed layer reflecting properties.

In TVS development the experimental-computational 
method was used, which consists in the verification of a FEM 
of temperature deformations in a random part of the structure 
shell. The method was performed by applying standard finite-
element analysis. The FEM is compared with a three-dimensional 
surface of function ∂V/ ∂X of the examined part of the metal 
shell with different surface’s thermal and optical properties.

At radiation heating of the shell under the conditions, 
simulating with a maximum validity the regular service conditions 
in space vacuum, the interference patterns (shearographic 
interferograms) were formed (Fig. 6a, II). These patterns were 
obtained by comparison of two speckle-patterns corresponding 
to different stages of heating (Fig. 6a, I) at the reflection of 
the dissipated laser radiation from TVS surface part (Fig. 6a). The 
further processing of interference patterns using a special software 
allows plotting a three-dimensional pattern of deformations 
at thermal loading in the part being examined (Fig. 6a, III). 

sufficient coincidence degree of two models (Fig. 6a and b) 
can confirm both the effectiveness of surface engineering 
methods and the validity of the accepted computational model 
(correctness of calculation of structure using numerical methods) 
without applying full-scale stand tests. The advantage of the 
experimental calculation method is the possibility to obtain 
the interference patterns during vacuum tests with simulation of 
a solar spectrum and density of radiation flux applied to a TVS 
part. It can be a single conical segment of the multisectional 
structure, subjected to proportional deformations at orientation 
of solar radiation flux, normal to the TVS symmetry axis or to 
the pair of adjacent segments at any other orientation of the flux.

Thus, Fig. 5 illustrates the effectiveness of the applied 
method of surface modifying. To verify the calculated results 
of its application, expressed in the deformation pattern, the 
described experimental-calculation method (Fig. 6), also 
including differentiation of displacement field V in the directions 
OY (∂V/ ∂Y) and OZ (∂V/ ∂Z), can be used.

With respect to the structure in Fig. 3b, as a result of its 
calculation using standard finite-element analysis, it was 
determined that taking into account both the effect of maximum 
values of temperature loads (−150 to +125 °С) and accelerations 
on optical surfaces without protective coating leads to 2.32 
times increase in maximum displacements in the TVS shell and 
1.23 times growth of equivalent stresses. Further, the change 
in shape of a corrugation profile (Fig. 3) allows reducing the 
maximum values of stresses in the structure by 15% (from 
202 to 176 MPa). The application of coatings, decreasing 
the temperature load to the range of −43 to +63 °C, leads to the 
deformability decrease of the multisectional shell by 1.45 
times and to the reduction of maximum values of equivalent 
stresses by 1.17 times (from 175 to 150 MPa). Thus, the surface 
modification in combination with a profile shape variation of 
shell folds can reduce the deformability and increase the stability 
of the studied TVS type to values which require the increase in 
the structure mass by more than 30% at simultaneous reduction of 
its compactness using standard design approaches (in particular, 
2 times increase in material thickness of four conical sections 
at the attachment side). The results of calculations and their 
experimental verification demonstrate the possibility to use these 
types of thin metal shells as the load-bearing elements under 
SEF conditions. It should be added that the examined example 
of the conical TVS can be described as the most complicated 
structural and technological embodiment of this type, which has a  
small ratio of the diameter of the supporting contour to the overall 
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Figure 6. The use of the method of electronic shearography 
(a) for verification of the FEM (b) of temperature deformations 
of the random TVS shell fragment FS.

The obtained three-dimensional pattern (Fig. 6a, III) is 
compared with three-dimensional distribution of values of 
the ∂V/ ∂X function (Fig. 6b, II), obtained by differentiation 
of the displacement field V in the direction OX of the 
FEM of the examined part (Fig. 6b, I). For the examined part, 
the temperature experimental values of the structure’s optical 
surfaces are taken, which are determined in the experiment 
process on the radiation heating of TVS surface. Thus, the 

(10)
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length and is subjected to direct radiation heating influence 
on the vacuum of space environment. The determination of 
optimum ratio of the used surface engineering methods, as well 
as qualitative and quantitative evaluation of the effectiveness 
examined in this paper, depends, in each case, on a number of 
factors — primarily, on the specific functionality of the TVS 
and the duration of its exposure under SEF.

CONCLUSIONS

The development of new shell structures, with unique 
functional characteristics and their adaptation to extreme 
service conditions, predetermines the need to verify the results 
of superposition modelling of complex stress-strain states, 

subjected to significant changes in the long-time exposure 
process. The integrated approach, suggested by the authors, 
allows evaluating the equivalency of fields of TVS surface 
displacements, obtained in contactless diagnostics and in 
the databasis of numerical modelling. It also determines the 
optimum relation of methods used for modification of its 
rigidity-strength characteristics. It is shown the possibility 
of improving the functional characteristics of the examined 
structure by means of profile adjustment of circular folds of 
its separate shell elements and spraying on them thin coatings 
with required thermal and optical properties. The result of this 
study demonstrates the possibility of effectiveness evaluation of 
the applied surface engineering methods under the terrestrial 
conditions, excluding the valid experimental confirmation of 
computational model results.
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Abstract: In this paper, different feedback linearization 
schemes are studied to address the motion planning problem 
of fixed-wing unmanned aerial vehicles. For a unmanned aerial 
vehicle model with second-order dynamics, several schemes 
are studied to make the vehicle (i) fly over and (ii) make a 
loitering around the objective position. For each scheme, 
comparisons are made to illustrate the advantages and 
disadvantages. Lyapunov stability analysis is used to prove the 
stability of the proposed schemes, and simulation results for 
some case studies are included to show their feasibility.

Keywords: Feedback linearization, Unmanned aerial 
vehicle, Motion planning. 

A Comparative Study of Four Feedback 
Linearization Schemes for Motion Planning 
of Fixed-Wing Unmanned Aerial Vehicles
Hossein Bonyan Khamseh1

INTRODUCTION

In recent years, unmanned aerial vehicles (UAVs) have 
gained increasing attention for various missions such as 
remote sensing of agricultural products (Costa et al. 2012), 
forest fire monitoring (Casbeer et al. 2006), search and rescue 
(Almurib et al. 2011), transmission line inspection (Li et al. 
2013) and border monitoring (Beard et al. 2006). To this date, 
various approaches have been employed to address the motion 
planning of UAVs to reach, fly over or loiter around an objective 
position. As an example, in Frew et al. (2008) and Lawrence 
et al. (2008), vector fields with a stable limit cycle centered 
on the target position were constructed. In the mentioned 
studies, the authors employed a Lyapunov vector field guidance 
(LVFG) law to bring the UAV to an observation “orbit” around 
the target. Also, in Gonçalves et al. (2011), a vector field approach 
was used to bring several non-holonomic UAVs to a static 
curve embedded in the 3-D space. In Gonçalves et al. (2010), 
vector fields were determined such that a robot converged to 
a time-varying curve in n-dimensions and circulated it. In 
Hsieh et al. (2008), decentralized controllers were proposed 
to bring a number of robotic agents to generate desired simple 
planar curves, while avoiding inter-agent collision. In Hsieh 
et al. (2007), the controllers were modified such that the robots 
converged to a star-shaped pattern and, once on the objective 
curve, circulated it. In Bonyan Khamseh et al. (2014), based 
on the concept of flight corridor, a decentralized coordination 
strategy was proposed to bring a team of fixed-wing UAVs to 
a circular orbit, while avoiding inter-UAV collision.  In Hafez 
et al. (2013), model predictive control was used to create a 
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where: L = rzcotϕ. 
As schematically shown in Fig. 1, the first two elements of 

Γ represent x and y positions of the footprint of the forward-
looking camera. Also, the third element represents the altitude 
of the UAV. An important advantage of this scheme, compared 
to Kanchanavally et al. (2006), is that ϕ is not constant here 
and is considered one of the system state variables.

Assuming relative degree of ri for the i-th elements of Γ, 
after ri times differentiation, one finds:

and A3 = 0. 
Also:

dynamic circular formation around a given target. By means of 
simulations, it was shown that the system was stable, but formal 
stability analysis was not provided. In Marasco et al. (2012), 
the same approach was improved to address encirclement of 
multiple targets, without stability analysis.

It is also possible to employ feedback linearization to simplify 
the equations of motion in motion planning problems (Lawton 
et al. 2003; Fan and Zhiyong 2009; Kanchanavally et al. 2006). 
As an example, in Lawton et al. (2003), feedback linearization 
was employed to study the formation control of the end-
effector position of a team of non-holonomic robots. Having 
obtained simpler double-integrator equations, control laws were  
designed and formation control was achieved. Stability of 
the system was proven by means of Lyapunov stability theory. In 
Fan and Zhiyong (2009), for a multi-agent system, the authors 
proposed a dynamic feedback linearization scheme to describe 
the equations of motion of each agent by third-order integrators. 
Then, a formation control law with inter-agent damping was 
developed, and asymptotic stability of the system was verified 
using Lyapunov stability analysis. In Kanchanavally et al. (2006), 
the specific problem of 3-D motion planning of UAVs via feedback 
linearization was studied. In that study, a non-holonomic UAV 
equipped with a fixed-angle camera was considered. The footprint 
of the camera was defined as the system output, and it was shown 
that it converged to an objective position. Similar to the previous 
papers (Lawton et al. 2003; Fan and Zhiyong 2009), the stability 
of the system was studied by means of Lyapunov stability theory. 
Yet, an important drawback of Kanchanavally et al. (2006) is that 
it did not include the constraints of minimum and maximum 
forward velocity of fixed-wing UAVs. Therefore, the UAVs came 
to rest, i.e. zero forward velocity, once the camera footprint 
converged to the target position.

In this paper, several feedback linearization schemes are 
studied to address the problem of motion planning of fixed-
wing UAVs flying with constant forward velocity. The objective 
here is that the UAV (i) flies over or (ii) loiter around a static 
objective position, without coming to rest.

FEEDBACK LINEARIZATION SCHEMES

In the following subsections, a UAV with an on-board 
camera will be considered. For a fixed-angle forward- 
looking camera, the results were presented in Kanchanavally 
et al. (2006), where the UAV finally came to rest. Due to minimum 

forward velocity constraint, that method is not applicable to fixed-
wing UAVs. Here, we define several schemes such that the footprint 
of the on-board camera converges to an objective position while 
the UAV either flies over or loiters around the objective position 
with constant forward velocity.

UAV with Forward-Looking Camera, 
Scheme #1

In the first scheme a fixed-wing UAV with variable-angle 
forward-looking camera is considered. In the control affine 
form, considering a simplified rigid-body model, the dynamic 
equations of motion of the system are given by:

where: rx, ry and rz represent x, y, and z positions of the 
UAV; υ and υz represent the constant velocity υ in the x – y 
horizontal plane and the velocity υz in the z-direction; θ and ω 
represent the heading angle and angular velocity of the UAV; 
ϕ and υϕ represent the angle and angular speed of the camera, 
respectively. The UAV constants are given by m (UAV mass), 
I (UAV moment of inertia about z-axis) and J (camera 
moment of inertia about its rotation axis). The input vector 
is u = [u1 u2 u3]T. 

In the model given by Eq. 1, it has been assumed that 
the forward velocity in the x – y plane, i.e. υ, is constant. 
With this simplification, if one initially chooses the forward 
velocity to satisfy υmin ≤ υ ≤ υmax, one can conclude that 
the minimum and maximum forward velocity constraints 
will be automatically satisfied throughout the mission. 
Also, since the camera is not mounted with a fixed angle, 
one can come up with scenarios in which the UAV does 
not come to rest when the camera footprint converges to 
the objective position. As it can be seen from Eq. 1, the 
camera dynamics has been assumed to be second-order 
and completely decoupled from the UAV dynamics. For a 
forward-looking camera, one can consider the following 
output for the system (Kanchanavally et al. 2006):

where: Lf Γi is the Lie derivative, i.e. Lf Γi  =  ∂Γi/∂x and gi is 
the i-th column of the matrix g. Also, A ∈ R3×1 and B ∈ R3×3, 
where the elements of A are given below. For the system given 
by Eq. 1 and with output given by Eq. 2, one can obtain the 
vector of relative degree as [r1 r2 r3] = [2 2 2]. 

One can verify that det(B) = –(x5)2 cos x7/m·I·J sin3 x7 . This 
determinant can be zero if x5 = 0 or cos x7 = 0. In order to show 
that x5 ≠ 0, we define the error as:

where: R is the reference signal and, for a stationary reference 
signal, one will have R = 0. Assuming E3 (0) > −R3, one can 
rewrite the third row of Eq. 4 as:

Therefore:

In the following paragraphs it will be shown that the 
absolute value of E3monotonically decreases and converges 
to zero. Therefore, noting that R3 > 0, it will be easy to see that 
u’(t) is always positive. With Γ3(0) > 0, from Eq. 6, one can 
conclude that Γ3(t) > 0 and therefore x5 ≠ 0, i.e. the altitude 
cannot be zero. Also, for cos x7 = 0, one must have x7 = kn + π/2. 
It means that the objective position is exactly underneath 
the UAV actual position. This is an important drawback which 
can lead to the failure of this scheme. Yet, due to discretization, 
control errors and other real-world phenomena, this is not a 
concern in practical situations. In our simulations, no problem 
was encountered due to this drawback. Also, det(B) → ∞ if 
x7 → kπ. Yet, x7 → kπ means that L → ∞. In practice, it is not 
a legitimate concern because Γ3(0) > 0 and also the UAV 
cannot be infinitely far from its target (x7 ≠ kπ). Therefore it 
is concluded that det(B) =  –(x5)2 cos x7/m·I·J sin3 x7 ≠ 0 for 
practical applications.

In order to study the error dynamics, we differentiate 
Eq. 4 to obtain:

Figure 1. The UAV and its camera footprint in scheme #1.
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Similar to Kanchanavally et al. (2006), if we define 
u = B–1(–A – Γ + υ) and , it is easy to see that:

means that L → ∞, which is not common in practical scenarios. 
Therefore, it is concluded that det(B) = –(x5)

2 cos x7/m∙I∙J sin3 x7 ≠ 0 
for practical applications, and thus the system given by 
Eq. 1 with output given by Eq. 12 is input-output linearizable.

For this scheme, the Lyapunov stability analysis is identical to 
that given by Eqs. 7 – 10. Therefore, it can be concluded that the 
error dynamics asymptotically converges to zero. Regarding 
the internal dynamics with a vector of relative degree of [2 2 2], 
one needs to propose two more transformations to complete 
the diffeomorphism. The internal dynamics is given by  and  
in Eq. 13:

where the first element of Γ is the square of the distance 
of the UAV from the origin of the coordinate system, i.e. the 
stationary objective position. 

It can be readily seen that [r1 r2 r3] = [3 2 2]. Therefore, in 
a compact form, one can write:where: K ∈ R 3×3 and eigenvalues of K have negative real parts. 

In order to study the error dynamics given by Eq. 8, one 
may consider the following Lyapunov function:

The time derivative of the above positive definite V is given by:

Therefore the error converges to zero. Regarding the 
internal dynamics with a vector of relative degree of [2 2 2], 
one needs to propose two more transformations to complete the 
diffeomorphism. The internal dynamics is given by Eq. 11:
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Figure 2. The UAV and its camera footprint in scheme #2.

For the given output, one can verify that [r1 r2 r3] = [2 2 2]. 
Therefore, an equation identical to that given in Eq. 3 is 
obtained, in which:

One can verify that det(B) = –(x5)2 cos x7/m·I·J sin3 x7. 
This determinant can be zero if x5 = 0 or cos x7 = 0. With the 
reasoning given in the previous subsection (see Eqs. 4 – 6), one 
can conclude that x5 ≠ 0, i.e. the altitude cannot be zero. For a 
UAV with constant forward velocity and a side-looking camera, 
the only possible motion where the error goes to zero is when the 
UAV loiters around the objective position, with a fixed loitering 
radius. Therefore, with a non-zero loitering radius, it is easy to 
conclude that cos x7 ≠ 0. Also, det(B) → ∞ if x7 → kπ. Yet, x7 → kπ 

For a UAV loitering around a given objective position with 
constant (finite) forward velocity, x4 will be bounded and cannot 
go to infinity. Also, in a loitering motion, x3, i.e. the heading 
angle, can be shown by 2kπ + θ’ where θ’ is a finite value and 
therefore the internal dynamics will not cause undesirable effects 
in our approach. Simulation results regarding this scheme will 
be given in “Simulations” section.

An important drawback of this method is that one cannot 
explicitly control the final loitering radius of the UAV. Therefore, 
in the next scheme, we try to explicitly define the loitering 
radius as one of the system outputs.  

UAV with Side-Looking Camera, Scheme #3 
In this section, we modify the equations of motion given 

in Eq. 1 in a manner that a new useful scheme is obtained. In 
the control affine form, the new dynamic equations of motion 
are given by Eq. 14:

Here, the main difference is that L and L are explicitly 
considered to be state variables. One may define the system 
output as:

where:

One can verify that det(B) = –2υc/m∙I (x1 sin x3 – x2 cos x3). 
An important disadvantage is that this determinant can be 
zero if x1 sin x3 − x2 cos x3 = 0, i.e. when the UAV is either flying 
radially inward or radially outward. Yet, if the heading of the 
UAV does not fall within this region, the UAV can converge to 
a loitering motion around the origin of the coordinate system. 
On the other hand, the advantage of this scheme is that, 
depending on the value of R1, i.e. the first element of the reference 
signal, one can come up with scenarios in which the UAV converges 
to a loitering radius either smaller or greater than the initial 
one. Also, a second advantage is that one can explicitly control 
L, as R3. Therefore, for R3 < 2 √R1, R3 = 22 √R1 and R3 > 2 √R1, 
one can define scenarios in which the UAV loiters around the 
origin while the camera footprint sweeps a circle with the radius 
smaller than, equal to or greater than √R1. This is schematically 
shown in Figs. 3a to 3c.

Regarding the stability of the system, if we define the error as:

For a UAV with a forward-looking camera, the only possible 
motion where the error goes to zero is when the UAV flies on a straight 
line over the objective position. Therefore, as t → ∞, x4 → 0. With 
x4 → 0, it is easy to conclude that x3 will be bounded and therefore it 
is not going to cause undesirable effects. Simulation results verifying 
the feasibility of this approach will be given in “Simulations” section.

UAV with Side-Looking Camera, Scheme #2
In this subsection, a UAV with variable-angle side-

looking camera is considered. The equations of motion of this 
configuration are identical to those given in Eq. 1 and therefore 
are not repeated here. For a side-looking camera, the output 
is given by:

∙

∙

(7)

(8)

(12)

(9)

(10)

(11)

(13)

(15)

(16)

(14)

(17)

where the first two elements of Γ represent x and y positions 
of the footprint of the camera (see Fig. 2). 

for a stationary reference signal, one will have R = R = 0 . 
Differentiating Eq. 17, one has:

∙ ∙ ∙
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Now, if we define u = B–1(–A – Γ + υ) and υ = KE, it is easy 
to see that:

where: K is a matrix with eigenvalues which have negative 
real parts. 

In order to study the error dynamics given by Eq. 19, one 
may consider the following Lyapunov function:

Figure 3. Three different scenarios in scheme #3.
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Figure 4. Scheme #3, convergence to a loitering radius 
smaller than the initial one.

Figure 5. Scheme #3, convergence to a loitering radius 
greater than the initial one.

Mass 
(kg)

Moment of 
inertia — z-axis 

(kg∙m2)

Moment of 
inertia of the 

camera (kg∙m2)

Forward 
velocity 
(m/s)

1 0.01 0.001 10 

Table 1. Characteristics of the light fixed-wing UAV.

The time derivative of the above positive definite V is given by:

Therefore the error dynamics is asymptotically stable. 
Regarding the internal dynamics with a vector of relative degree 
of [3 2 2], one needs to propose one more transformation to 
complete the diffeomorphism. The internal dynamics is given 
by η8 in Eq. 22:

For a UAV loitering around a given objective position 
with constant (finite) forward velocity, x4 will be bounded and 
cannot go to infinity. Therefore, the internal dynamics will not 
cause undesirable effects in our approach. Simulation results 
regarding this scheme will be given in “Simulations” section.

UAV with Side-Looking Camera and 
One Virtual Forward-Looking Camera, 
Scheme #4 

In this subsection, we modify the previous scheme in the 
sense that the UAV can loiter around the origin with a desirable 
radius while avoiding the singularity problem of scheme #3. 
Convergence to a loitering radius (i) smaller or (ii) greater than 
the initial radius is studied separately.

Convergence to a Loitering Radius Smaller than 
the Initial One

In this scenario, it is initially assumed that the UAV is 
equipped with a virtual forward-looking camera. From geometry, 
one can find two tangent lines (and their corresponding 
tangency points) between the initial position of the UAV and 
the circle with the reference radius. In the first phase, the UAV 
can choose one of the tangency points as its virtual objective 
position and fly over it, according to scheme #1, discussed 
earlier. Assuming that the UAV flies over the tangent line, its 
heading will be perpendicular to the radius of the objective 
circle as it reaches the virtual objective position. As the UAV 
reaches the tangency point, it switches to scheme #3. The 
advantage here is that, in the second phase, it is ensured that 
the heading of the UAV is far from inward-outward direction 
and therefore scheme #3 can bring the UAV to loiter around the 
objective position, with desirable radius. This is schematically 
shown in Fig. 4.

The details of feedback linearization, control laws and 
stability analysis of scheme #1 and scheme #3 were discussed in 
the previous subsections and are not repeated here. Simulation 
results of this scheme will be given in “Simulations” section.

Convergence to a Loitering Radius Greater than 
the Initial One

Similar to the previous subsection, we assume that the UAV 
is equipped with a virtual forward-looking camera and a side-
looking camera. The scenario proposed here consists of three 
phases, as shown in Fig. 5.

In the first phase, based on scheme #1, the UAV flies to 
a virtual objective position which is on the extension of the 
line connecting the origin to the initial position of the UAV. 
Let’s denote the UAV distance from the origin by d and the 
desired loitering radius by R*. At the end of the first phase, 
when d is relatively greater than R*, the UAV finds the tangent 
lines from its current position to the circle with the radius 
R*. With d relatively greater than R*, one can assume that, 
in the second phase, based on scheme #1, the UAV flies on 
the tangent line to reach the tangency point (second virtual 
objective position). Once at this point, the UAV has reached 
the reference radius and switches to scheme #3. In the third 
phase, based on scheme #3, the UAV loiters around the 
origin with R1 = R*. The details of feedback linearization, 
control laws and stability analysis of scheme #1 and scheme 
#3 were discussed in the previous subsections and are not 
repeated here. Simulation results of this scheme will be given 
in “Simulations” section.

Simulations

In this section, some case studies are developed to verify 
the feasibility of the proposed schemes. A light fixed-wing UAV 
is considered, with its characteristics given in Table 1. In the 
simulations, where applicable, the initial condition of the UAV is 
assumed to be [−1,800 m   2,500 m   240 deg  1 deg/s  300 m  10 
m/s  10 deg  1 deg/s]T . For the first scheme, the reference signal 
is assumed to be [100 m  −20 m  500 m]T. For the described 
case study, simulations were carried out and the results are 
shown in Fig. 6.

As it can be readily seen from Fig. 6, after the initial 
transition, the UAV has aligned its motion such that it flies almost  
over the objective position on a straight line. Once on this line, 
the objective position is monitored by merely controlling the 
angle of the camera (see Fig. 7).

As it was expected, in this scheme, the camera angle will 
approach zero as the UAV flies toward the objective position. 
As the UAV flies away from the objective position, the camera 
angle will approach π, as t → ∞.

Figure 6. UAV trajectory obtained from scheme #1.

Figure 7. Forward-looking camera angle obtained from 
scheme #1.
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For the second scheme, the reference signal is assumed 
to be [−50 m −50 m 500 m]T. For the described case study, 
simulations were carried out and the results are shown in Fig. 8.

As it can be seen from Fig. 8, the UAV has successfully 
converged to a loitering motion around the objective 
position. Also, as expected, the camera angle converges to 
a fixed value in the loitering motion (see Fig. 9).

The initial conditions of the third scheme are assumed to 
be identical to those of the first scheme. Here, the reference 
signal is assumed to be [R0 500 m 30 deg]T, where R0 is 
the square distance of the UAV from the origin, at the initial 
time. Similar to the previous scenarios, simulations were 
carried out and the results are shown in Fig. 10.

Also, in this scheme, it is possible for the UAV to 
converge to a loitering circle with radius smaller/greater 
than the initial one. For the loitering radius of 1,500 and 
4,500 m, simulations were carried out and the results are 
shown in Figs. 11 and 12, respectively. It can be seen from 
Figs. 11 and12 that the UAV has successfully converged 
to a loitering motion around the origin in both scenarios. 
Yet, it must be reminded that scheme #3 can fail if the UAV 
flies in the radial direction. Thus, it is recommended that 
one employs scheme #4 if a loitering motion is desirable. 

It is important to note that scheme #4 includes scenarios 
where the loitering radius can be smaller/greater than the 
initial distance of the UAV from the origin.

To verify the feasibility of scheme #4, a case study is 
developed in which the UAV is at the same initial condition 
as before. In the first example, let’s assume that the UAV is 
desired to loiter around the origin with a radius of 1,500 m, 
a value smaller than its initial distance to the origin. For this 
case study, simulation results are shown in Fig. 13.

Figure 8. UAV trajectory obtained from scheme #2.

Figure 9. Side-looking camera angle obtained from scheme #2.
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Figure 10. UAV trajectory obtained from scheme #3 — 
first example.

Figure 11. UAV trajectory obtained from scheme #3 — 
second example.

Figure 12. UAV trajectory obtained from scheme #3 — 
third example.

In Fig. 13, the first and the second phases of the path are 
shown in red and blue, respectively (see Fig. 4). As it can be 
seen from the figure, the UAV has successfully converged to 
the desired reference signal. In the second case study, assume 
that the UAV is desired to loiter around the origin with a 
radius of 4,000 m, a value greater than its initial distance to 
the origin. For this case study, simulation results are shown 
in Fig. 14, where the first and the second phases of the path 
are shown in red and the last phase is shown in blue (see 
Fig. 5). As it can be seen from Fig. 14, the UAV has successfully 
converged to a loitering motion around the origin with the 
desired loitering radius.

Conclusion

In this paper, several feedback linearization schemes were 
studied to make a fixed-wing UAV, with constant forward velocity, 
(i) fly over or (ii) loiter around a stationary objective position. 
Throughout the paper, advantages and disadvantages of each 
scheme were discussed. A main drawback of the proposed schemes 
is that they do not take account of the maximum angular velocity 
constraint of fixed-wing UAVs. In scheme #1, the proposed method 
failed if the UAV was exactly above the objective position. Scheme 
#2 was disadvantageous in the sense that the loitering radius 
cannot be explicitly controlled. This was improved in scheme 
#3. Yet, the method in scheme #3 failed when the UAV had to 
fly radially inward or radially outward. However, if the heading 
of the UAV did not fall within this region, the UAV converged 
to a loitering motion around the origin. In scheme #4, the UAV 
had to be far enough from the objective circle. In this manner, 
one could assume that the UAV reaches the tangency point with 
its heading far from inward-outward direction, and therefore 
scheme #3 could bring the UAV to loiter around the objective 
position, with desirable radius. It is important to note that, in 
scheme #3 and scheme #4, the switching from a control strategy 
to another was given as an equality-type condition. Therefore, 
for real-world implementation, thresholds must be defined, 
and the equalities must be replaced by appropriate inequalities.
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Abstract: In this paper, a systematic method to synthesize 
parallel mechanisms for feed support mechanisms based on 
screw theory is proposed. First, the motion requirement 
of the feed support mechanism is studied. Then, a class of 
parallel mechanisms having a translational motion with 
different degrees of freedom is synthesized based on 
the constraint-synthesis method. Then, these parallel 
mechanisms are modified based on the specificities of 
deployable mechanisms, and two kinds of mechanisms 
are selected as the unit for the feed support mechanism. 
Finally, the deployment ratio of two kinds of mechanisms 
is optimized. The configurations obtained in this paper can 
enrich the types of feed support mechanisms.

Keywords: Feed support mechanism, Deployable mechanism, 
Structure synthesis, Deployment ratio, Parallel mechanism, 
Screw theory.

Structure Synthesis and Optimization 
of Feed Support Mechanisms for a 
Deployable Parabolic Antenna
Xiaoke Song1, Hongwei Guo1, Rongqiang Liu1, Zongquan Deng1

Introduction

Large deployable parabolic antennas are widely used on 
the aerospace equipment with the development of satellite 
communication technology (Sauder and Thomson 2014; 
Cherniavsky et al. 2004; Yurduseven et al. 2012). They are 
composed of parabolic reflector, feed, feed support mechanism, 
and so on. There are positive and offset feed for the position of 
the feed in the parabolic antenna. The position accuracy concerns 
the properties of the antennas (Tayebi et al. 2013; Pour et al. 
2014; Silver 1949). Thus, for the feed support mechanism, it 
should present high precision, high stiffness, large deployment 
ratio, simple structure etc. At present, there are several types of 
feed support mechanisms, such as robot arm, static truss and 
so on (Sauder and Thomson 2014).

This paper studies the feed support mechanism of an 
inflatable deployable parabolic antenna. As the support of the 
feed, the mechanism takes it to a predetermined position, so 
the mechanism only needs to carry out the translation motion in 
one dimension. Based on the requirements on the feed support 
mechanisms and the advantages of parallel mechanisms, such 
as high precision and high rigidity (Merlet 2006; Tsai 1999), we 
select the one dimensional parallel mechanisms as the research 
object and take structure synthesis and optimization for it. 
Regarding the structure synthesis of the parallel mechanism, 
lots of achievements have been obtained. Fang and Tsai (2002), 
Huang and Li (2002) and Xu et al. (2012) have used the screw 
theory to synthesize lots of parallel mechanisms. Li et al. (2004) 
synthesized the 3R2T 5DOF parallel mechanisms by Lie group. 
Gao et al. (2011) synthesized the parallel mechanisms with two 
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proper configuration to guarantee that the combination of the 
limb constraint wrenches of each limb is equal to the constraint 
wrenches of moving platform.

Structure synthesis of 
parallel mechanisms for feed 
support mechanisms

The feed support mechanism is used to support the feed of 
antennas; it would suffer the interference from every direction, 
so the mechanism should have roughly the same load capacity 
on every direction. According to the experience on practical 
engineering and the load of feed support mechanisms, the 
mechanism should have three or four limbs, as more limbs 
make the manufacturing complicated and less limbs cannot 
get the uniform load capacity. So the objective in this study 
is to synthesize parallel mechanisms with three or four limbs 
composed of only revolute joints.

For the parallel mechanisms with one DOF of 1Tz, the twist 
system of the moving platform is represented as:

Based on the reciprocal condition of screws, we then analyze 
the relation between a revolute joint and its constraint wrenches 
(Fang and Tsai 2002).

We define three unit screws, $r = (w; r1 × w), $F = (f; r2 × f), 
$C = (0 0 0; c), to indicate the revolute joint, constraint force 
and constraint couple, respectively, where w indicates the 
direction of the revolute joint; r1 indicates a point on the joint; 
f indicates the direction of the constraint force; r2 indicates a 
point on the force; c indicates the direction of constraint couple. 
As the reciprocal product of revolute joint and constraint force 
is zero, as well as the reciprocal product of revolute joint and 
constraint couple, we have Eqs. 7 and 8.

dimensional rotations. In this study, we have chosen screw 
theory to synthesize the parallel mechanisms.

The rest of this paper is organized as follows. Firstly, the 
inflatable deployable parabolic antenna is introduced, and the 
requirement of the feed support mechanism is given. Following, 
the constraint-synthesis method based on screw theory is briefly 
introduced. Then, the structure synthesis of the mechanism is 
carried out. The resulted structures are modified and one suitable 
type is selected. The deployment ratio of the selected structure 
is optimized next. At last, a conclusion is given. 

Motion requirement for the feed 
support mechanism

Figure 1 shows the studied inflatable deployable parabolic 
antenna. The antenna has two forms: folded and deployed. 
Regarding the feed support mechanism, it is composed of several 
deployable units serially connected. The unit should output a 
translation along the z-axis. It can also have motions in other 
directions. As parallel mechanisms have the advantages of high 
stiffness and high precision, we selected parallel mechanisms 
as the unit. Based on the experience of practical engineering, 
we focused on the synthesis of parallel mechanisms with the 
degree of freedom (DOF) of 1Tz, 1Tz1Rz, and 1Tz2Rxy (the 
numbers before T and R denote the number of DOF; T and 
R denote the translational and rotational freedom separately; 
the right superscripts denote the direction of the motion). 
Because of the difficulties in driving and locking prismatic 
joints, we only used revolute joints in the structure synthesis. 
Therefore, we considered the structure synthesis for parallel 
mechanisms with the DOF of 1Tz, 1Tz1Rz, and 1Tz2Rxy, which 
have only revolute joints.

Basic concepts and the constraint-
synthesis method

In screw theory, a unit screw is defined as below:

Figure 1. The inflatable deployable parabolic antenna.

Feed

Feed

Unit

x
y

z

Feed support mechanism

Feed support
mechanism

In�atable re�ector

In�atable re�ector

Folded form

Deployed form

where: s is a unit vector and denotes the direction of the 
screw axis; r is the position vector of any point on the screw 
axis; h is the pitch of the screw.

For a screw, $r = (sr; s0r), and a set of screws, $1, $2, …, $n,  
they are said to be reciprocal if they satisfy the condition:

where:  represents the reciprocal product; $j represents 
the j-th screw.

We call the screw a twist if it represents an instantaneous 
motion of a rigid body. We call the screw a wrench if it represents 
a force and a coaxial couple acting on a rigid body. A force or a 
rotation can be given by (s; r × s), and a couple or a translation 
can be given by (0; s). In the synthesis process, the prismatic joint 
(P) outputs a translation, and the revolute joint (R) outputs a 
rotation. Other types of joints can be expressed as the combination 
of the two basic joints. For example, the spherical joint (S) can 
be expressed as three R joints intersecting at a point, but they 
are not coplanar; the universal joint (U) can be expressed as two 
intersecting R joints; the cylindrical joint (C) can be expressed 
as a P joint and a R joint which are concentric.

For the parallel mechanisms, if a set of screws represent the 
twists of one limb, then its reciprocal screws, $r

1, $r
2, ..., $

r
n 

(n < 6) represent the constraint wrenches the limb exerted on 
the moving platform. Thus the combination of these reciprocal 
screws of all limbs determines the constraints of the moving 
platform, and the motion twists of the moving platform are 
reciprocal to the combination of the constraint wrenches. This 
is the mathematical basis for the constraint-synthesis method.

The process of the structure synthesis by constraint-synthesis 
method is shown as follows. First, the motion twists are obtained 
based on the motion requirement of the mechanism, then we 
get the constraint wrenches of the moving platform, which 
are reciprocal to the motion twists. Next, we distribute the 
constraint wrenches to each limb. Thus we get the motion twists 
of each limb based on the constraint wrenches of the limb, as 
they are reciprocal, then construct the limb kinematic chain 
based on the motion twists. Finally, we assemble the limbs in 

From Eq. 2, the constraint wrench system which is reciprocal 
to the twist system is obtained as:

which represents two constraint forces whose direction is 
parallel to the x-axis and y-axis separately and three constraint 
couples whose direction is parallel to the x-axis, y-axis, and 
z-axis separately.

Then we get the constraint wrench system of mechanisms 
with DOF of 1T z1R z  and 1T z2R xy  in the same way, just 
as Eqs. 5 and 6. 

From Eq. 7, we conclude that r2 − r1 = 0 or f × w = 0, so 
r2 = r1 or f∥w, that is to say, the axis of a revolute joint is 
parallel or intersects the constraint force.

From Eq. 8, we conclude that w  c, that is to say, the axis 
of a revolute joint is perpendicular to the constraint couple.

For a kinematic chain with only revolute joints, the 
geometric condition of the revolute joints would change 
after motion, then the relation between revolute joints and 
constraints would change. So the mobility of the parallel 
mechanism composed of these kinematic chains would 
change. Only the revolute joints which are parallel or intersect 
at one point, or the chains composed of these two kinds of 
revolute joints, would keep their geometric conditions steady 
and their constraints would keep steady. These kinematic 
chains are shown in Fig. 2, where F indicates the constraint 
force and C indicates the constraint couple.

In these kinematic chains, there exist two kinds of revolute 
joints: the type-1 joints intersect at a common point and are 
not coplanar; the type-2 joints are parallel. According to the 
relation between revolute joint and its constraints, the geometric 

(1)

(2)

(3)

(8)

(6)

(7)

(4)

(5)

...
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condition and constraint wrenches of the kinematic chains are 
shown in Table 1.

In Table 1, the subscript numbers represent the type of 
revolute joints, and the superscript letters represent the axis 
to which the joints are parallel.

Using the kinematic chains shown above, we carry out the 
synthesis of the three kinds of mechanisms.

The mechanisms constructed in the mentioned ways are 
shown as follows. 

In Fig. 3, the numbers i (i = 1, 2, …) indicate the number of 
the limb; Fi (i = 1, 2, …) indicate the constraint force which the 
limb i exerts on the mobile platform; Ci (i = 1, 2, …) indicate 
the constraint couple exerted by the limb i; Cij (i = 1, 2, …; 
j = 1, 2, …) indicate the constraint couple j which the limb i 
exerts on the mobile platform.

For the mechanism in Fig. 3a, F1 and F2 constrain the 
translations along the x-y-axes; C11 and C21 constrain the rotations 
around the x-y-axes; C12 and C22 are parallel and constrain the 
rotation around the z-axis, then the mechanism retains only 
one DOF of the translation along the z-axis.

For the mechanism in Fig. 3b, F1 and F2 are coplanar 
and intersect at the common point A, so they constrain two 
translations in the plane. As the plane is parallel to the base 
platform, the translations along the x-y-axes are constrained. 

C3, C4, and C5 are not coplanar and constrain three rotations 
in space. So the mechanism has only the DOF of translation 
along the z-axis.

The first mechanism is the Sarrus mechanism. It is widely 
used as deployable mechanisms with three or four limbs, such 
as the HIMAT. The other mechanism is too complicated to use 
as a deployable unit for the feed support mechanisms.

1Tz1Rz parallel mechanisms
For the parallel mechanisms with the DOF of 1T z1R z, the 

moving platform is constrained with two forces and two couples. 
The constraint could be exerted by four limbs, two limbs of type 
III or IV and two limbs of type V, with each limb exerting a force 
or a couple. The limbs of the structures are shown in Table 3.

The mechanism constructed by the mentioned way is 
shown as follows.

For the mechanism in Fig. 4, as well as the analysis in the 
structure synthesis of 1Tz parallel mechanisms, F1 and F2 intersect 

 at the common point A, so they constrain two translations along 
the x-y-axes. C3 and C4 are coplanar and constrain the rotations 
around the x-y-axes. So the mechanism has the DOF of 1Tz1Rz.

1Tz2Rxy parallel mechanisms
For the parallel mechanisms with DOF of 1T z2R xy , the 

constraint wrenches are composed of two forces along the 
x-axis and y-axis, respectively, and a couple around the z-axis. 
The constraints could be exerted by three kinematic limbs of 
type III or IV, where the three constraint forces are parallel 
to the fixed base and coplanar but do not intersect at a point. 
Or the constraints are exerted by two chains of type III or IV 
and one chain of type V, where the two constraint forces are 
parallel to the fixed base, intersect at a point, and the constraint 
couple is perpendicular to the fixed base. The constraint could 
also be exerted by four limbs, type III or IV, where the couple 
is exerted by two parallel forces. The detailed configuration is 
given in Table 4. 

The mechanisms constructed in the mentioned way are 
shown in Fig. 5 as follows.
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Figure 2. The kinematic chains with constant geometric 
conditions.

Table 1. The limbs with constant geometrical condition.

Limb type Constraint wrenches Denotation

I
Three forces passing 

through the central point which 
are not coplanar

R1R1R1

II
One force parallel to the R joints; 
two couples perpendicular to the 

R joints which are not parallel
R2R2R2

III
One force passing through 

the central point and parallel to 
the R joints

R1R1R2R2R2

IV
One force passing through 

the central point and parallel to 
the R joints

R1R1R1R2R2

V One couple perpendicular 
to all the R joints RA

2R
A

2R
A

2R
B

2R
B

2

1Tz parallel mechanisms
From the constraint-synthesis method, we know that the 

moving platform constraint system is the combination of all 
the limb constraint systems, so they can be derived from Eq. 4 
and the relationship of constraint forces, couples, and constraint 
motion, just as shown in Table 2. 

Table 2. The limbs of the 1Tz parallel mechanism.

Figure 3. The parallel mechanisms with the DOF of 1Tz.

Limb 
type

Limb 
number

Limb 
constraint

Geometric 
conditions

II 2 1 force and 2 
couples

The type-2 revolute 
joints in two limbs are 

not parallel

III or IV 2 1 force

The central points of 
the type-1 revolute 

joints of the two limbs 
are coincident, and the 
type-2 revolute joints 

are parallel to the fixed 
base and not parallel 
between two limbs

V 3 1 couple
The three constraint 

couples C are not 
coplanar

Limb 
type

Limb 
number

Limb 
constraint

Geometric 
conditions

III or IV 2 1 force

The central points of the 
type-1 revolute joints 
of the two limbs are 

coincident. The type-2 
revolute joints are 

parallel to the fixed base 
and not parallel between 

two limbs

V 2 1 couple

The constraint couples 
are parallel to the fixed 
base, but not parallel to 

each other.

Figure 4. The parallel mechanisms with the DOF of 1Tz1Rz.

Table 3. The limbs of the 1Tz1Rz parallel mechanism.

Limb 
type

Limb 
number

Limb 
constraint

Geometric 
conditions

III or IV 2 1 force

The central points of the 
two limbs are coincident. 
The type-2 revolute joints 

are parallel to the fixed 
base and not parallel 
between two limbs

V 1 1 couple
The constraint couples 

are perpendicular to the 
fixed base

III or IV 3 1 force

The central points of the 
three limbs are coplanar. 
The type-2 revolute joints 
of each group are parallel 
to the fixed base, but they 
are not parallel between 

different groups

III or IV 4 1 force

The four limbs are divided 
into two groups, each 

one with two limbs. The 
central points of the four 
limbs are coplanar. The 
type-2 revolute joints of 
each group are parallel, 
but they are not parallel 

between two groups

Table 4. The limbs of the 1Tz1Rxy parallel mechanism.

(I) (II)

(III)

(a) (b)

(IV) (V)
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Mobility
Limb composed only 

of R joints
Limb composed of U 

and S joints

1Tz

2 - R2R2R2 None

2 – R1 R1 R2 R2 R2 –  
3 – RA

2 R
A

2 R
A

2 R
B

2 R
B

2

2 – R1 U12 R2 R2 – 
3 – RA

2 R
A

2 U
AB

2 R
B

2

2 – R1 R1 R1 R2 R2 –  
3 – RA

2 R
A

2 R
A

2 R
B

2 R
B

2

2 – R1 R1 U12 R2  – 
3 – RA

2 R
A

2 U
AB

2 R
B

2

1Tz1Rz

2 – R1 R1 R1 R2 R2 –  
2 – RA

2 R
A

2 R
A

2 R
B

2 R
B

2

2 – R1 U12 R2 R2 –  
2 – RA

2 R
A

2 U
AB

2 R
B

2

2 – R1 R1 R2 R2 R2 –  
2 – RA

2 R
A

2 R
A

2 R
B

2 R
B

2

2 – R1 R1 U12 R2 –  
2 – RA

2 R
A

2 U
AB

2 R
B

2

1Tz2Rxy

2 – R1 R1 R2 R2 R2 –  
1– RA

2 R
A

2 R
A

2 R
B

2 R
B

2

2 – R1U12 R2 R2 –  
1 – RA

2 R
A

2 U
AB

2 R
B

2

2 – R1 R1 R1 R2 R2 –  
1– RA

2 R
A

2 R
A

2 R
B

2 R
B

2

2 – R1R1U12R2 –  
1 – RA

2 R
A

2 U
AB

2 R
B

2

3 - R1R1R2R2R2  3 - R1U12R2R2, 3 - R2R2S

3 - R1R1R1R2R2 3 - R1R1U12R2

4- R1R1R2R2R2 4 - R1U12R2R2

4 - R1R1R1R2R2 4 - R1R1U12R2, 4 - R2R2S

Table 5. The mechanisms containing universal and 
spherical joints.

Figure 6. The 3-D model of parallel mechanisms 
3 - R1U12R2R2, 3 - R2R2S, and 4 - R2R2S.

Figure 7. A unit in folded and deployed forms.

ld

lf

A A

r r
αα

θ θ

Figure 8. The schematic diagrams of the parallel 
mechanisms (a) 3 - R2R2S and (b) 4 - R2R2S.

(a)

(a)

(b)

(c)

(b) (c)

In Fig. 5, Ci–j (i = 1, 2, …; j = 1, 2, …) indicate the constraint 
couple exerted by two parallel constraint forces, Fi and Fj; Ci–j–k 
(i = 1, 2, …; j = 1, 2, …; k = 1, 2, …) indicate the constraint 
couple exerted by three coplanar constraint forces, Fi, Fj and Fk.

For the mechanism in Fig. 5a, as well as the analysis in the 
structure synthesis of 1Tz and 1TzRxy parallel mechanisms, the 
constraint forces F1 and F2 intersect at the point A and they are 
parallel to the base platform, so they constrain the translations 
along x-y-axes. The constraint couple C3 constrains the rotation 
around z-axis. So this mechanism has the DOF of 1Tz2Rxy.

For the mechanism in Fig. 5b, F1, F2, and F3 are coplanar 
and not parallel; besides, they do not intersect at a common 
point, so they exert a couple C1–2–3 to the mobile platform. 
The two translations in the plane and one rotation around the 
normal of the plane are constrained. As plane ABC is parallel 
to the base platform, the mechanism meets our requirements.

For the mechanism in Fig. 5c, F1 and F3 are parallel; F2 and F4 
are parallel; F1, F2, F3, and F4 are coplanar, so two couples, C1–3 and 
C2–4, are exerted to the mobile platform and then the translations 
along x-y-axes and rotation around z-axis are constrained.
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Figure 5. The parallel mechanisms with the DOF of 1Tz1Rxy.

The modification of the parallel 
mechanisms and the selection 
of the deployable unit

For the feed support mechanism, the linkage in the limb of 
the mechanism should be as few as possible, in order to actuate 
and lock the mechanism easily. Based on the content of the 
basic concepts, two intersecting revolute joints compose a U 
joint, and three revolute joints which are intersecting but not 
coplanar compose a S joint. So we can use the U and S joints to 
substitute the revolute joints in special configuration to reduce 
the linkages. The result is shown in Table 5. Three mechanisms 
with the typical configurations, 3 - R1U12R2R2, 3 - R2R2S, and 
4 - R2R2S, are shown in Fig. 6.

As the limb of 2 - R2R2R2, 4 - R2R2S, and 3 - R2R2S 
mechanisms consists of only two linkages, we select the 
three mechanisms as the alternative unit. The aerospace 
mechanism requires high reliability and robustness. The 
overconstraint mechanism would get stuck because of the 
interference between the limbs, and the light weight drive 
cannot provide enough power to overcome the deformation 
in the mechanism, so it is not the good candidate. Denote M 
as the number of DOF of the mechanism, n as the number of 
constraints of the limb, FO as the number of overconstraints 
of the mechanism, then for the three kinds of mechanisms, 
the overconstraint is calculated as follows. 

For the mechanism with the limb of R2R2R2, it should 
consist of three limbs in order to have identical load capacity 
in all directions. Then we have:

where: λ defines the deployment ratio; ld defines the length 
in deployed form; lf defines the length in folded form.

For the mechanism with the configuration of 4 - R2R2S, 
we have:

The feed support mechanism studied in this paper is 
limited to the movement in a predetermined cylinder A 
with radius r. The optimization objective is to find the 
structure parameters of the unit when it achieves the largest 
deployment ratio. The schematic diagrams of the two 
types of parallel mechanisms obtained in the modification 
and selection of parallel mechanisms are shown in Fig. 8, 
where θ is the angle between the limb projection and the 
edge, A is the predetermined cylinder, and α is the angle 
between the link and the base. When the angle θ changes, 
the two mechanisms still satisfy their geometric conditions 
presented in the section about structure synthesis of parallel 
mechanisms. For the mechanism 3 - R2R2S, 0 ≤ θ ≤ π/6; for 
the mechanism 4 - R2R2S, 0 ≤ θ ≤ π/4.

For the mechanism 3 - R2R2S, set r = 300 mm. When α = 0, the 
mechanism folds. Set lf = 30 mm. When α = π/2 , the mechanism 
deploys, and the limb turns into a vertical line. Then ld = 2l, where 
l defines the link length. The links in the limb should not interfere 
to each other, as shown in Fig. 9.

(9)

(10)

(10)

(11)

For the mechanism with the configuration of 3 - R2R2S, 
we have:

From the result, we conclude that the 3 - R2R2R2 mechanism 
has four overconstraints, and the other two mechanisms are not 
overconstrainable. Then we select the mechanisms 3 - R2R2S 
and 4 - R2R2S as the unit.

The optimization of 
deployment ratio

The deployment rat io is  the rat io between the 
length in deployed form and the length in folded form 
of the feed support mechanism. As the feed support 
mechanism is composed of the serially connected units, 
the deployment ratio of the feed support mechanism equals 
to the ratio between the length in the deployed form and 
the length in the folded form of the unit, as shown in 
Fig. 7. 

(a) (b)
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Then the link length l should follow Eq. 12:

Conclusion

This paper proposes a systematic method to synthesize 
parallel mechanisms that can be used as feed support mechanisms 
based on screw theory. To initiate the synthesis, we first 
study the motion requirement of the feed support mechanisms. 
Then, three groups of parallel mechanisms are synthesized 
using the constraint-synthesis method. These mechanisms 
are then modified according to the practical engineering. 
Two kinds of parallel mechanisms are selected as the unit for 
the feed support mechanism. Then the structure parameters 
of the two kinds of units are optimized, and the mechanism 
with the largest deployment ratio is obtained. The configurations 
obtained in this paper can enrich the types of one-dimensional 
deployable mechanisms in engineering.
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Figure 10. The relation between the deployment ratio λ and 
θ for mechanisms 3- R2R2S and 4 - R2R2S. 
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According to Fig. 10, we conclude that, if we choose 
3 - R2R2S as the unit, when θ = 0, the deployment ratio achieves 
its largest value; if we choose 4 - R2R2S as the unit, when θ = 0, 
the deployment ratio achieves its largest value. If the cylinder 
A is predetermined, the mechanism 3 - R2R2S has the largest 
deployment ratio.
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Abstract: The non-linear estimators are certainly the most 
important algorithms applied to real problems, especially those 
involving the attitude estimation of spacecraft. The purpose 
of this paper was to use real data of sensors to analyze 
the behavior of Unscented Kalman Filter (UKF) in attitude 
estimation problems when it is represented in different ways 
and compare it with the standard estimator for non-linear 
estimation problems. The robustness of the estimation 
was performed when this was subjected to imprecise initial 
conditions. The attitude parametrization was described in Euler 
angles, quaternion and quaternion incremental. The satellite 
China-Brazil Earth Resources Satellite and measurements 
provided by the Satellite Control Center of the Instituto 
Nacional de Pesquisas Espaciais were considered in the study. 
The results indicate that the behaviors for both estimators 
were equivalent for such parameterizations under the same 
conditions. However, comparing the Unscented Kalman Filter 
with the standard filter for non-linear systems, Extended 
Kalman Filter (EKF), it was observed that, in the presence 
of inaccurate initial conditions, the Unscented Kalman 
Filter presented a fast convergence whereas Extended 
Kalman Filter had problems and only converged later on.

Keywords: Attitude estimation, Real data, Unscented 
Kalman Filter, Extended Kalman Filter, Quaternion, Euler angles.

Unscented Kalman Filter for Determination 
of Spacecraft Attitude Using Different 
Attitude Parameterizations and Real Data
Roberta Veloso Garcia1, Hélio Koiti Kuga2, Maria Cecília F. P. S. Zanardi3

Introduction

The basic principle of state estimators is to produce a state 
estimate of the dynamic system at the current time using the 
knowledge of measurements at the current time and an estimate of 
the state at the previous time with knowledge of error associated 
with the system. There are several estimation methods, each 
one being suitable for a particular type of application. Thus, 
it is necessary to evaluate the processing time and accuracy 
to be reached. The method to estimate the attitude used is 
Unscented Kalman Filter (UKF), since this estimator is capable 
of performing state estimation in non-linear systems, besides 
taking into account measurements provided by different attitude 
sensors. This paper considers real data supplied by gyroscopes, 
Earth sensors and solar sensors, which are on board of the 
China-Brazil Earth Resources Satellite (CBERS-2).

Representation of Attitude

The attitude of a spacecraft is defined as its orientation with 
respect to some reference frame, and, for a successful mission, it 
is essential that the satellite is stabilized in a determined attitude. 
The attitude of a rigid body in three-dimension space can be 
represented in different ways, among which Euler angles and 
quaternions have been highlighted.
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Representation of Attitude by 
Euler Angles

The attitude of CBERS-2 satellite is stabilized in three axes 
called geo-pointed and can be described with respect to the 
orbital system. In this reference system, the motion around 
the direction of the orbital velocity is called roll; the motion 
around the direction normal to the orbit is called pitch; and 
the motion around the direction nadir/zenith is called yaw. 
Defining the state vector composed by Euler angles (ϕ, θ and ψ) 
and the componentes of the gyros bias (εx, εy, εz), and assuming 
that ϕ and θ are small angles, the differential equations of state 
for attitude and bias of the gyros are modeled as follows (Silva 
et al. 2014):

Given that the gyro dataset is at a fixed rate and the angular 
velocity of the spacecraft system is constant throughout the 
sampling interval, a solution to q is presented by (Wertz 1978):

where: ϕ, θ and ψ are the attitude angles obtained by some 
estimation process; ω0 is the orbital angular velocity; ωx, ωy and 
ωz are the components of the angular velocity ω on the satellite 
system. The rotation sequence used in this paper for the Euler 
angles was the 3-2-1.

Representation of Attitude by 
Quaternions

The quaternion is a four-dimensional vector, defined as 
(Markley et al. 2005):

with

where: n is the Euler axis and φ is the rotation angle. Because 
a four-dimensional vector is used in the description of three 
dimensions, the quaternion elements cannot be independent 
and should comply with the constraint qTq = 1.

The parcel of attitude shown by Eq. 1 is represented by 
quaternions as:

where: Δt is the sampling interval; q(t) is the quaternion at 
time t; q(t + Δt) is the quaternion propagated to the next time 
t + Δt; and Φq is the transition matrix that moves the system 
from time t to t + Δt. 

The transition matrix is given by:

where: Ω is the 4 × 4 antisymmetric matrix (Lefferts 
et al. 1982).

Representation of Attitude by 
Quaternion Incremental

A different approach to represent the attitude is by quaternion 
incremental, where the quaternion is obtained by (Crassidis et 
al. 2007; VanDyke et al. 2004):

where: q is the estimated unit quaternion and δq(φ) 
is a unit quaternion expressing the rotation from q to 
the true attitude q, parameterized by a three-component 
vector in terms of φ.

The supporting idea is that the three-vector δX will be 
estimated and the correctly normalized four-component q  
provides a globally non-singular attitude representation. In 
this way, Eq. 7 shows that δq(φ) X q is the estimate of the true 
attitude quaternion q. The main advantages of this option are 
that q is a unit quaternion by definition, the covariance matrix 
has the minimum dimensionality, and the three-vector δX 
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never approaches a singularity, since it represents only small 
attitude errors. For small-angle approximation, the quaternion 
incremental is represented by (Crassidis et al. 2007):

unmodelled effects.

The Measurement Model for Infrared 
Earth Sensors

The Infrared Earth Sensors (IRES) are located on the satellite 
and aligned with its axes of roll and pitch, providing direct 
measurements of these angles. The measurement equations for 
the Earth sensors are given by (Lopes and Kuga 2005):The quaternion incremental between the quaternion 

“measured” and the estimated quaternion follows Eq. 7 and 
is defined by:

The Measurements System of 
Satellite

The attitude of spacecraft can be determined by one or by a 
combination of several types of sensors. This section presents 
the mathematical models of the sensors that are on board the 
CBERS-2 satellite, which are responsible for the measures used 
in the estimation process.

The Measurement Model of Gyroscope
The advantage of using gyro measures is that it can provide 

the angular displacement and/or angular velocity of the satellite 
directly. However, gyros have an error due to drifting (bias), 
meaning that their measurement error increases with time. The 
rate-integration gyros (RIGs) are used to measure the angular 
velocities of the roll, pitch and yaw axes of the satellite. The 
mathematical model of the RIGs is (Lopes and Kuga 2005):

where: ΔΘ are the angular displacements of the satellite 
in a time interval Δt. Thus, the measured components of the 
angular velocity of the satellite are given by:

where: g is the output vector of the gyroscope; η represents 
a Gaussian white noise process covering all the remaining 

where: νϕ  and νθ represent the Gaussian white noise related 
to small remaining effects of misalignment during installation 
and/or assembly of sensors.

The Measurement Model for Digital Sun 
Sensors

The Digital Sun Sensors (DSS) do not provide direct 
measurements but coupled angles of pitch (αθ) and yaw (αψ). 
The measurement equations for the sun sensor are established 
as follows (Lopes and Kuga 2005):

where: Sx, Sy and Sz are the components of the unit vector 
associated to the sun vector in the satellite system; the Gaussian 
white noises are represented by ναψ and ναθ and represent small 
effects of misalignment during installation and/or during 
sensor assembly.

Attitude Estimation Based on 
Non-Linear Kalman Filter

The state of non-linear estimator covered in this study was UKF. 
The UKF uses the unscented transformation which calculates a set 
of samples, or sigma points, defined from the a priori mean and 
covariance of the state (VanDyke et al. 2004). The sigma points 
undergo the non-linear transformation, and the posterior mean and 
covariance of the state results from the transformed sigma points.

(8)

(9)

(12)

(13)

(10)

(11)

ˆ

Consider the system model given by:

Measurement Update Step
To compute this step, first we must transform the columns 

of χk through the measurement function to Yk. In this way:

where: f represents the non-linear vector function of state 
x with dimension n; y is the vector of sensor measurement 
with dimension m; h is the function associated with the model 
of sensors shown by Eqs. 12 and 13; η and ν represent the 
process and measurement noise with Gaussian white noise 
and covariances given by Q and R respectively. 

In this paper, the state vector is composed by attitude and 
bias of gyro. The two forms used here are shown by Eqs. 1 and 4.

Given the state vector at step k − 1, we compute a collection 
of sigma-points, stored in the columns of the n × (2n + 1) sigma 
point matrix χ k–1 in which n is the dimension of the state vector. 
In our case, n = 6 for Euler angles parameterization, Eq. 1, or 
n = 7 for quaternion parameterization, Eq. 4. The columns of 
χ k–1 are computed by (Julier and Uhlmann 2004):

where: λ ∈ R; P is the covariance of the state estimation error;  
√(n + λ)Pk–1) is the ith column of the matrix square root of (n + λ)Pk–1.

Time Update Step
Once χk–1 is computed, we perform this first step by predicting 

each column of χk–1 through time by Δt, using:

where: f is the differential equation defined in Eqs. 1 or 4, 
depending on the selected parameterization. 

In the formulation with Euler angles, Eq. 1, the integration 
of the state is made via Runge-Kutta. With (χk)i calculated, the 
a priori state estimate and the a priori error covariance are:

With the mean measurement vector yk, we compute the a 
posteriori state estimate using:

where: Kk is the Kalman gain. In the UKF formulation, Kk 
is defined by:

where

where: Rk represents the measurement error covariance 
matrix.

Finally, the last calculation in the step is the a posteriori 
estimate of the error covariance given by:

Results

The results presented below compares the satellite 
attitude and the estimated gyro bias considering the estimators 
UKF and Extended Kalman Filter (EKF). For this, it is used 
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real data of sensors on board the CBERS-2 satellite. Results 
obtained in previous studies, like Garcia et al. (2012, 2014), 
are used to compare the different parameterizations. The 
CBERS-2 satellite was launched on October 21st, 2003. The 
measurements were collected in April 22nd, 2006, available 
to the ground system at a sampling rate of about 8.56 s. The 
algorithm was implemented through MATLAB software. 
The Attitude Control System (ACS) on board the satellite has full 
access to sensor measurements sampled at a rate of 4 Hz for the 
three gyros, to axes x, y and z of the satellite; 1 Hz for the two 
IRES; and 0.25 Hz for both DSS. However, due to limitations, 
the telemetry system can only acquire telemetries from sensors 
at 9-s sampling rate when the satellite passes over the tracking 
station. This means that the ground system does not have the 
full set of measurements that are available to the ACS on board. 
In total, we have a set of 54 measurements from 13h46min25s 
until 13h55min27s, and the measurements are spaced by 10 s 
on average. The measures of DSS and IRES are presented in Fig. 1, 
and the measures of gyroscope are presented in Fig. 2. These 
measures were provided by the Satellite Control Center of the 
Instituto Nacional de Pesquisas Espaciais (INPE). The set of initial 
conditions used by the algorithms is presented in Tables 1 to 3.

To analyze the algorithm performance with different 
parametrizations, the values obtained by UKF and Euler angles 

σDSS1(deg) σDSS2(deg) σIRES1(deg) σIRES2(deg)

0.6 0.6 0.06 0.06

Table 3. Values of the diagonal of the error observation 
matrix R.

σϕ 
(deg)

σθ 
(deg)

σψ  
(deg)

σεx 
(deg/h)

σεy 
(deg/h)

σεz 
(deg/h)

0.5 0.5 2.0 1.0 1.0 1.0

Table 2. Values of the diagonal of the initial covariance 
matrix P0.

ϕ 
(deg)

θ 
(deg)

ψ 
(deg)

εx 
(deg/h)

εy 
(deg/h)

εz 
(deg/h)

0 0 0 5.76 4.64 2.68

Table 1. Initial conditions of attitude and bias of gyroscope.

Figure 1. Real measurements supplied by attitude sensors 
from CBERS-2.

Figure 2. Real measurements supplied by gyroscope from 
CBERS-2.
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(UKFe) were used as reference (Garcia et al. 2012). The term 
“error” in this paper means that the estimated attitude by the 
different approaches is close to the reference. Figures 3 to 6 

show the difference between the state estimated by the UKF 
when the attitude is represented via Euler angles (UKFe) and 
the estimated state: (1) via quaternions (q) and quaternion 
incremental (qi) Figs. 3 and 4; (2) through EKF with Euler 
angles, q and qi, Figs. 5 and 6. Figures 3a and 3b show that the 
roll and pitch estimated by UKF with quaternion incremental 
(qi) get close to the reference, when compared with results 
obtained by quaternion (q). The reason for the results with 
quaternions being more distant from the results of attitude via 

Figure 3. Comparison between attitude estimated by UKFe and different attitude parametrizations.

Figure 4. Comparison between bias estimated by UKFe and different attitude parametrizations.

Figure 5. Comparison between attitude estimated by UKFe and EKF and different attitude parametrizations.
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Euler angles can be justified by the need to reduce the order of 
the covariance matrix (7 to 6) during the estimation process. For 
yaw angle, Fig. 3c, we can notice an approximate behavior for 
the two approaches (q and qi) in relation to the reference (Euler 
angles). However, it is not possible to verify the tendency of error 
converging to zero in the proposed dataset. A larger measurement 
dataset is necessary to evaluate such behavior. When the UKF 
estimator is compared with the EKF estimator it was observed 
a similar behavior between both for the roll and pitch angles, 

(b)(a) (c)
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Figure 7. Attitude estimated by EKF and UKF with Euler angles considering initial conditions of ϕ, θ, ψ: 10 deg (first column) 
and 20 deg (second column).
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Parameterization
State vector 
dimension n

EKF 
(s)

UKF 
(s)

Euler 6 0.0515 0.1430

Quaternions 7 0.0514 0.1389

Quaternion 
incremental 6 0.0515 0.1266

Table 6. Estimated processing time of measures of attitude 
sensors by UKF and EKF.

Figure 6. Comparison between bias estimated by UKFe and EKF with different attitude parametrizations.
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Figs. 5a and 5b. For the yaw angle, significant differences were 
not observed between Extended Kalman Filter with quaternion 
(EKFq) and Extended Kalman Filter with quaternion incremental 
(EKFqi) compared to UKFe, Fig. 5c. The mean and standard 
deviation of error for the estimated attitude related to the 
reference are presented in Table 4. With respect to estimated 
bias, it is not possible to observe the convergence of algorithms 
for the set of measures used in the study, Fig. 4. However, it 
is noted that the order of the error associated with the results 
obtained by EKFq and EKFqi is the same when compared with 
the Extended Kalman Filter with Euler angles (EKFe), Fig. 6. 
For the same parameterization attitude, UKFe and EKFe 
estimators have shown the same behavior. Such considerations 
can be better evaluated in Table 5.

Robustness Test
The performance of UKF is evaluated by comparing the 

estimated attitude with Euler angles by EKF and UKF estimators 
when both are subjected to imprecise initial conditions. In 
the first column of Fig. 7, we considered the initial values of 
attitude components very distant from true values, with roll, 
pitch and yaw equal to 10 deg each. It is known that expected 
values are close to zero, approximately –0.5, –0.45 and –1.5 deg 
to the set of measurements on test. The other conditions 
were kept constant. It is observed that, even taking longer, 
the EKF still converges to the expected value of the attitude 
(approximately –0.5 deg for roll and pitch and –1.5 deg for yaw), 
unlike UKF, which converges instantaneously. We also notice an 
incompatibility of attitude errors estimated by EKF (covariance) 

UKFq/EKFq: Quaternions; UKFqi/EKFqi: Quaternion incremental; UKF with Euler angles – UKFe: Reference value.

εx (deg/h) εy (deg/h) εz (deg/h)

UKFe–UKFq –0.0170 ± 0.0117 0.0302 ± 0.0221 –0.0595 ± 0.0304

UKFe–UKFqi –0.0958 ± 0.0472 0.0858 ± 0.0473 –0.2109 ± 0.1087

UKFe–EKFe –0.0105 ± 0.0048 0.0226 ± 0.0042 0.0060 ± 0.0038

UKFe–EKFq –0.0633 ± 0.0499 0.0387 ± 0.0443 –0.2120 ± 0.1095

UKFe–EKFqi –0.0643 ± 0.0503 0.0391 ± 0.0445 –0.2137 ± 0.1104

Table 5. Mean and standard deviation of error from estimated bias of gyro by different approaches. 

UKFq/EKFq: Quaternions; UKFqi/EKFqi: Quaternion incremental; UKF with Euler angles – UKFe: Reference value.

ϕ (deg) θ (deg) ψ (deg)

UKFe–UKFq 0.0007 ± 0.0039 –0.0014 ± 0.0072 –0.1470 ± 0.3052

UKFe–UKFqi -0.0014 ± 0.0014 –0.0011 ± 0.0024 –0.3026 ± 0.3092

UKFe–EKFe 0.0090 ± 0.0164 –0.0123 ± 0.0183 –0.0313 ± 0.0272

UKFe–EKFq 0.0073 ± 0.0189 –0.0145 ± 0.0224 –0.3203 ± 0.3124

UKFe–EKFqi 0.0072 ± 0.0190 –0.0145 ± 0.0224 –0.3247 ± 0.3169

Table 4. Mean and standard deviation of estimated attitude error by different approaches. 

because the estimated attitude is far from the expected value 
of convergence and the EKF assumes small errors (sigma). 
This behavior is observed until the EKF reaches convergences 
and its errors remain around the ones obtained by UKF. In the 
second column of Fig. 7, it is considered the radically incorrect 
value of 20 deg for initial angles of roll, pitch and yaw. It clearly 
appears that the UKF converges in the initial stages, unlike 
the behavior obtained by the EKF, which is clearly different in 
roll. This case shows that, for degraded initial conditions, the 
linearizations performed in EKF are not effective, causing 
the filter to lose its capacity to accurately estimate the state 
of the system during the considered period. On the other hand, 
UKF is converged clearly, showing its robustness and superior 
performance in this situation.

Processing Time: Unscented Kalman 
Filter versus Extended Kalman Filter

A quantitative analysis of the processing time spent by the 
CPU in the estimation process for different representations of 
attitude (Euler angles, quaternions and quaternions incremental) 
is held. We know that the amount of time is not an absolute 
indicator. However, even if quantitative, this analysis aids in 
assessing the applicability of UKF in problems in which 
the estimation is processed in real time, since this algorithm 
expands the number of vectors from state n to 2n + 1 of same 

dimension. Table 6 shows the CPU time spent to process the 
measurements from the sensors in different approaches used to 
estimate attitude. The average of 100 runs was calculated 
for each filter in each parameterization. We remember that 
the programs were coded in MATLAB language in an Intel 
Core i3 with 3 GB of dynamical memory, running Windows 
7, 64 bits version.

It may be noted that, although the processing time consumed 
by UKF is greater than that by the EKF, the increase is not 
proportional to the number of points generated in the UKF 
(note that UKF works with 2n + 1 vectors of dimension n (6 or 
7), unlike the EKF, which uses only a vector of dimension n). 
In all cases, the CPU expense via UKF is not 3 times the CPU 
expense via EKF. This time is still suitable for processing in 
real time, preserving the UKF advantage of being a more 
robust algorithm (see Fig. 7) and less prone to divergence 
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due to non-linearities. In EKF, we note that the processing 
time is independent of the formulation adopted. In UKF, it is 
noticeable that the formulation via the Euler angles has higher 
computational expense, since this method requires numerical 
integration of the attitude dynamics. The lower expense occurs 
in the formulation via quaternion incremental, where the 
dynamic approach is obtained analytically and the state vector 
is reduced to dimension n = 6.

Final Comments

The UKF was tested through diferent parameterizations of 
attitude, using real data supplied by attitude sensors that are on 
board the CBERS-2 satellite. Results obtained in previous studies 
served as a reference for comparisons between parameterizations. 
The attitude estimated by UKF was adequate when compared 
to the EKF. This is expected because the best performance of 
the UKF is based on inaccurate measurements of observations, 

estimated state errors or even systems involving highly non-
linear equations, which is not the purpose of this study. However, 
the UKF was more consistent in comparison to EKF, since the 
results indicated that the performance of UKF far exceeds the 
conventional EKF for large initialization errors. The time spent 
in the estimation process for the UKF was higher compared 
to the EKF, but the processing time was adequate for real-
time applications. Among the parameterizations considered, 
the quaternion incremental provided a smaller CPU load, 
reducing the dimension of the state vector, and its dynamic 
model equations are linear.
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Abstract: In CubeSats, because the size is limited, the 
estimation of the incident solar energy according to the orbital 
parameters and satellite attitude is more critical for the 
design process of the electrical power system. This estimation 
is helpful either for sizing of the power sources and energy 
storage or for defining the operation modes of the CubeSat 
with the energy available. This paper describes the kinematic 
and dynamic equations to derive the CubeSat attitude; similarly, 
the mathematical models of solar cells and batteries are 
also derived to calculate the energy harvested and stored. 
By determining the attitude of a 3U CubeSat over one orbit, 
we estimated the incident solar energy and thus the energy 
generated by the solar cells and energy stored in batteries 
when a direct energy-transfer architecture is used. In addition, 
these estimations where performed for three orientation 
scenarios: nadir-pointing, Sun-pointing and free-orientation. 
The estimated incident average solar energy for the three 
scenarios indicated that the Sun-pointing and free-orientation 
scenarios harvest more energy than the nadir-pointing one. 
This estimation is also helpful to predict the state of charge of 
the batteries in standby mode, allowing for determination 
of the time required for charging the batteries and, hence, 
the operating modes of the CubeSat. We expect to include the 
consumed energy while considering all of the operating modes 
of the satellite as well as different orbital parameters.

Keywords: CubeSat, Electrical power system, Low Earth 
orbit, Satellite attitude.

Comparison of the Incident Solar Energy 
and Battery Storage in a 3U CubeSat 
Satellite for Different Orientation Scenarios
Sergio Sanchez-Sanjuan1, Jesus Gonzalez-Llorente1, Ronald Hurtado-Velasco1

INTRODUCTION

CubeSat technology has allowed companies and universities 
to participate in aerospace projects at low costs (Martin et al. 
2014). This participation was not possible some decades ago, 
when only developed countries had adequate resources to invest 
in the aerospace industry. Currently, with the development of 
science and industry, many emerging and developing countries 
have developed their own space programs in Asia, Africa and 
South America (Wood and Wigel 2014; Woellert et al. 2010). 
Examples of these programs are Libertad 2 mission in Colombia 
by Sergio Arboleda University, which carries out a system of 
image acquisition (Triana et al. 2015), and ALSAT-1 DMC, which 
performs disaster monitoring in Algeria (Kameche et al. 2014).

Similar to traditional satellites, CubeSats consist of several 
subsystems, such as electrical power, VHF/UHF and S-Band 
communications, Attitude  Determination and Control 
Systems (ADCS), on-board computer etc.; in the same 
way, the set of some subsystems for a specific function of 
the satellite during a period of time is called operation 
mode and it defines the consumption requirements. The 
electrical power system (EPS) provides the energy to all of 
the components of the satellite by means of the following 
stages: generation, storage and regulation. In a CubeSat, the only 
viable technology for energy generation is solar cells. Hence, in 
the design process, it is important to estimate how the incident 
solar radiation can provide energy for the satellite operation. 
In this way, it is possible to estimate the amount of energy that 
will be available per orbit and to design the mission accordingly. 
CubeSats usually describe a polar orbit, which can be divided 
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where: ICTS and ICTL are the currents in the capacitors 
CTS and CTL, respectively; these currents are functions of 
time and SOC.

EPS CONFIGURATION

The analysis of the energy behavior considers direct energy 
transfer (DET) as the power system architecture, which uses a 
parallel connection between the solar cells and the batteries. In this 
case, the operating voltage of the solar cells is fixed by the battery 
voltage. Furthermore, the loads that define the power consumption 
of the satellite also determine the battery current. Figure 2 shows 
a general scheme of the DET configuration for the EPS system.

system comprises solar cells on that faces. The DET architecture 
is used to connect the EPS to the load to satisfy the demands 
of constant power consumption (Fig. 3). A net output power is 
produced in standby mode, generally, during which a battery 
can store energy.

into two periods of energy: Sun stage and eclipse stage. In the 
Sun stage, which corresponds to the 60% of the orbit period, 
the satellite receives direct solar radiation; thus, it harvests 
energy using the solar cells and stores the energy into the 
lithium-ion batteries in the CubeSat. In the eclipse-stage, 
the solar radiation is zero; as a result, the only available energy 
is the one stored in the batteries. The energy harvested by the 
solar cells is also related to the CubeSat attitude, which is 
affected by the perturbations that the satellite experiences in 
its orbit. These perturbations are the gravitational gradient, 
atmospheric drag or even the action of the ADCS (Wertz 
1990). By using mathematical models of the 3U body shape, 
we describe the attitude of the CubeSat according to the space 
conditions (Colombo et al. 1997; Sidi 2002).

According with literature, EPS mathematical model 
for simulation is found in Dreisbas (2013), but the author 
does not consider CubeSat attitude behavior. Conversely, 
calculations of solar power generation considering attitude 
and geometry , but without including EPS behavior, can 
be found in Lee et al. (2015). Moreover, the software that 
simulates attitude and EPS behavior without considering 
CubeSat geometry is described in Fernandez et al. (2014). 
So, because the amount of energy depends on the orbit 
characteristics, satellite attitude and geometry, our 
contribution is modelling the incident radiation of a 
CubeSat satellite during the Sun stage for three different 
orientation scenarios and estimating how much energy 
could be harvested and stored during one orbital period. In 
addition, we estimate the state of charge and the voltage of 
the battery by considering a dual EPS in the following way: 
first, a direct energy transfer with four 3U solar panels and 
a constant current load (standby); second, direct energy 
transfer with two 1U solar panels and no load.

MATHEMATICAL MODELS OF THE EPS

The EPS is responsible for harvesting, storing, regulating and 
distributing energy; in a CubeSat, the unique source of energy 
is sunlight. For harvesting energy from sunlight, triple-junction 
solar cells are most commonly used and, for storing energy, 
lithium-ion batteries are employed (Bouwmeester and Guo 2010). 
We describe briefly the mathematical models used to establish 
both of these EPS devices to quantify the power generated by 
the solar cells and the energy stored in the batteries.

Generation Stage
We used the model that describes the current-voltage 

characteristic curve of solar cells (Eq. 1). This equation is an 
analytical model of the electrical behavior of a solar cell (Ortiz-
Rivera and Peng 2005), which is given by:

where: Isc and Voc correspond to the short-circuit current 
and the open-circuit voltage values, respectively; the term b is 
a characteristic constant of each solar cells. 

This model allows us to obtain the I-V representation 
using the parameters from the solar cell datasheet and adjust it 
through experimental data. In addition, the voltage and current 
depend on the environmental conditions, such as radiation 
and temperature. The temperature value is considered constant 
(28 °C) in this simulation process. This simplification does not 
affect significantly the quantification; however, the variation of 
temperature will be considered in future study.

Storage Stage
As described before, lithium-ion batteries are the storage 

devices in CubeSats; thus, an electrical model that characterizes 
the lithium-ion battery voltage is implemented. This model 
consists of two resistor-capacitor (RC) networks (Fig. 1) to emulate 
the voltage characteristic curve (Chen and Rincón-Mora 2006).

RSD: Self-discharge resistor; C : Full-capacity capacitor; 
RS: Series resistor; RTS: Short-transient resistor; RTL: Long-transient resistor.

Figure 1. Electrical model of lithium-ion battery.
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The left side of the circuit models the state of charge (SOC) 
of the system with respect to the voltage. The SOC is represented 
quantitatively as a number between 0 and 1. The right side 
represents the transient response, with all of the passive elements 
from the model, which are described in Chen and Rincón-Mora 
(2006). By applying circuit analysis, the battery voltage (VBatt) is 
described by:

Figure 2. Electrical power supply scheme in DET configuration 
for 3U and 1U solar cells. Both architectures are connected 
to a power management system (PMS) to control the current 
distribution towards the loads.

After describing the system architecture, the operating 
condition for EPS is defined according to the faces of the CubeSat 
satellite. We considered two possible cases for evaluating the 
storage stage: a case with a constant consumption for the 3U 
faces and a case with no load for the 1U faces. These situations 
are considered with solar cells on all of the faces of the spacecraft.

DET with Constant Consumption for the 
3U Faces

Because the use of solar cells on the 3U faces (30 × 10 cm) 
provides the highest power for the satellite, the EPS primary 

Figure 3. Scheme diagram of EPS in DET-3U topology.

Standby mode corresponds to the lowest consumption 
state during the satellite flight. In this mode, most subsystems are 
disconnected. Under these circumstances, the subsystems that 
are considered to be on for a general CubeSat mission are 
presented in Table 1.

In this case, the following are active subsystems: the on-board 
computer (OBC), EPS and ADCS. These subsystems represent 
a total consumption of 2.75 W which can change according to 
the orientation scenario.

For the DET architecture in the primary EPS system, with 
a topology for 3U faces (DET-3U), a constant consumption of 
energy in standby mode exists. In this mode, a current relationship 
is established from an  electrical diagram (see Fig. 3) given by:

Subsystem
Voltage 

(V)
Current 

(A)
Power 
(W)

On-board computer 3.3 0.303 1.00

ADCS 5.0 0.300 1.50

EPS 3.3 0.045 0.15

Table 1. Consumption features for standby mode in CubeSat 
satellite.

where: Ipv is the current delivered by the solar cells on the 
3U faces; IBatt is the current that flows into lithium-ion battery; 
and Iload is the consumption current for standby mode. The 
power harvested (Ws) depends directly on the body geometry 

(1)

(2)

(3)IBatt = Ipv – Iload



J. Aerosp. Technol. Manag., São José dos Campos, Vol. 8, No 1, pp.91-102, Jan.-Mar., 2016 J. Aerosp. Technol. Manag., São José dos Campos, Vol. 8, No 1, pp.91-102, Jan.-Mar., 2016

94 95
Sanchez-Sanjuan S, Gonzalez-Llorente J, Hurtado-Velasco R Comparison of the Incident Solar Energy and Battery Storage in a 3U CubeSat Satellite for Different Orientation Scenarios

and the incident angle of the sunlight at each face. Thus, for 
any scenario orientation, the inner power corresponds to the 
sum of the power provided by each face (considering the EPS 
topology), assuming that all 3U faces have solar cells. In this 
case, we have:

In the charge stage, all current provided by the solar cell is 
delivered to the battery. Similar to DET-3U, the initial condition 
is taken as a half of the total charge possible (50%) to observe 
the storage behavior from the EPS system for one orbital period.

(Goldstein 1964), which describe the angular momentum 
conservation, h = [hx  hy  hz]

T , for a rigid body.

where: Ω(ω) is the angular speed antisymmetric matrix 
that contains the angular speed of each axis.

where: Vpv is the voltage of the solar cells over 3U face.
The energy harvested per orbit can be determined by 

integrating over the solar cell power curve in Eq. 4. This energy 
is evaluated for one orbital period (T) , which is equivalent to 
1.65 h. If we know the current stored or consumed from battery, 
IBatt, then it is possible to obtain the SOC from the device. The 
SOC corresponds to the integral of the battery current as a 
function of time with respect to the initial condition of the 
charge given by Eq. 5.

where: Qini is the initial charge of the battery and C is the 
storage capacity of the battery in Amperè-second. For all of the 
simulations, we considered an initial condition Qini of 50% to 
obtain a better analysis over the energy behavior.

DET with no Load for the 1U Face
According to 3U CubeSat satellite geometry, there are 

two faces with 10 × 10 cm where solar cells can be allocated. 
To achieve a deep analysis regarding the utility of these 
faces of the nanosatellites, a second DET configuration 
is implemented which will be connected in parallel to a 
3.7 V lithium-ion battery without load as an output. This 
configuration comprises a secondary system of energy 
and it will take all of the energy from the solar cells to 
the batteries.

For the 1U faces DET topology (DET-1U), the nonexistence 
of an output load for the consumption energy was determined. 
This situation is represented by the scheme diagram in Fig. 4, 
where only the parallel connection between solar cell and 
battery exists.

In this case, Eq. 3 can be rewritten as:

Figure 4. Scheme diagram of EPS in DET-1U topology.
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SPACECRAFT MODEL

An object orbiting the Earth is submitted to different 
disturbances due to various physical factors, such gravity gradient, 
atmospheric drag, and others, which generate modifications on 
its attitude (Sidi 2002). To evaluate the satellite performance 
during power harvesting, the satellite was modeled as a rigid 
body (10 × 10 × 30 cm3) with a uniform mass distribution and 
with its rotation axes parallel to its principal axes.

Two frames of reference were defined: Body Frame centered 
in the CubeSat (Γ1) where the axes are orthogonal to the satellite 
faces, and Inertial Frame centered in the Earth (Γ2). Both are 
represented with unitary vectors as follows:

To relate one frame to the other, a matrix of transformation 
R must by applied (Wertz 1990), such that 

represents how the body frame is seen from the inertial 
frame. This equation and R matrix will be described in detail 
later.

Dynamics
The rotational motion about a fixed point could be described 

by a set of equations known as Euler’s equations of motion 

Only the torque τ = [τx  τy  τz]
T can change the angular 

momentum magnitude, which can be external or internal. The 
term ω × h only generates a change in the angular momentum 
direction. Equation 9 can be rewritten as:

where I is the satellite moment of inertia tensor (3 × 3):

and ω is the vector of angular velocities (3 × 1). The terms 
τint and τext include the internal and all of the external torque 
that can modify the body’s attitude (3 × 1), respectively (Wertz 
1990). The factor ω × in Eq. 10 is a skew matrix that relates all 
angular speeds in attitude:

When the matrices from Euler’s equation are operated upon, 
we obtain the final Eq. 13 to each axis from the body frame.

Figure 5 shows the axial assignment for the body frame 
that was used.

Kinematics
The satellite kinematics is represented using a quaternion 

q. The quaternion representation avoids singularities and 
trigonometric functions (Sidi 2002; Yang 2012), which is an 
important consideration in an embedded system.

Figure 5. Axial assignment for body frame reference.
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Likewise, q is the quaternion vector, which is represented 
by four elements:

A review of the quaternion in spacecraft attitude was 
presented by Yang (2012). To visualize how the incident radiation 
hits the CubeSat faces, the quaternions are converted to Euler 
Angles. The transformation equations are:

The angles θ, ϕ and ψ are yaw, pitch and roll, respectively. 
These angles establish the angular location of the body frame 
axes according to the input torques in the simulation.
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METHODOLOGY

This section describes the models used, the perturbations, the 
orbit features, how the Sun vector is derived and the scenarios 
chosen for the simulations.

Model Diagram
Figure 6 shows the block diagram that describes the system 

simulated for capturing radiation in each scenario. Using the 
mathematical models for spacecraft attitude, we calculated 
the relative radiation for each CubeSat side. This relative radiation 
value is an input variable for the EPS subsystem, along with 
the specification of the EPS devices from the manufacturer 
datasheet. The last stage corresponds to visualization of the 
main variables for energy analysis.

Initial Perturbations
In the case of the CubeSat geometry, the gravity gradient 

produces a force over a mass element (dm) located at a distance 
r from the center of mass given by:

which every region is marked as shown in Fig. 7. According 
to Kepler’s Third Law, we calculate the orbital period as 
follows:

Figure 6. Block diagram of the proposed simulation.
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(μ = 3.986 × 105 km3/s2).
The gravitational torque over this dm is: dG = d × dF . Thus, 

the gravitational torque over the body is (Sidi 2002):

Figure 7. Graphic description for polar solar-synchronous 
orbit in CubeSat satellite.

Derivation of the Solar Vector
We must calculate the incident radiation on each side of 

the satellite. As a result, all axes on the body frame must be 
related with one fixed unitary vector that is pointing towards 
the Sun. As depicted in Fig. 8, this unitary vector is called the 
solar vector and is denoted by s.

According to the last section, if we assume that the inertial 
frame is fixed with the x axis pointing towards the Sun, then the 
solar vector is parallel to the i vector. Furthermore, assuming 
that any change of attitude from the satellite is reached with 
rotation order Xθ Yϕ Zψ the rotation matrix used is Eq. 23. 

→ →→

→

(20)

(21)
(22)

where: r is the distance from the center of the Earth to the 
body’s center of mass; μ is a gravitational constant for the Earth 

where: R is the distance from the center of Earth to the center 
of mass of the satellite; d is the radius vector from the body 
center of mass to a mass element dm; M is the entire body mass.

Furthermore, we applied an initial torque τ0 = [τ0x  τ0y  τ0z] 
that corresponds to the first impulse on the satellite when it is 
ejected from the Poly Picosatellite Orbital Deployer (P-POD); 
this torque has an order of magnitude of 10−6

 
Nm.

Orbit Features
The simulated orbit is a Keplerian polar solar-synchronous 

orbit with a height of 700 km. The satellite trajectory has two 
stages. One stage is the radiation stage or the sunlight period, 
during which radiation reaches the object with the possibility of 
generating and storing energy. The other stage is the eclipse 
stage, known as the dark period or the eclipse period, during 
which it hides in Earth’s shadow and thus it is not exposed to 
solar radiation; in this case, we consider a constant eclipse stage. 
Both periods are shown in Fig. 7.

The duration of either stage depends on the time of the year; 
however, we will show a simplified and idealized condition, for 

According to these calculations, we determine that the 
orbital period is T = 99.1 min. Because region 1 describes a 
half orbit, the CubeSat displacement is performed in 49.5 min.

Applying some angular analysis for regions 2 and 4, we 
determine that the radiation stage has a duration of 62.73 min and 
the eclipse stage has a duration of 36.27 min, i.e. the radiation and 
eclipse stages correspond to 63.36 and 36.64 %, respectively, of the 
orbital period in low Earth orbit.

Note that the above discussion ignores albedo radiation. 
This simplification allows us to perform a better analysis of 
the energy behavior by using only direct radiation in each 
scenario; however, albedo will be considered in a future study.

^

Solar Radiation

Sun

Earth

Cube Sat

Y

Z

X Ŝ

Figure 8. Solar vector representation.

^

(23)

where: s and c mean sine and cosine, respectively.
To compare each axis from body frame with the solar vector, 

we define the angle ψ between both vectors as:

→

(24)

where: υ is any new unitary vector from the body frame 
seen in the inertial frame. Because the solar vector and x axis 
are parallel, s has the value:^

(25)

Because both vectors in Eq. 24 are unitary, we have 
||υ|| = ||s|| = 1. Thus, the angular separation is:^→

(26)

For three positive axes represented by coordinate 
transformation, the incident angles between the solar vector 
and each unitary vector of the body frame are:

(27)

(28)

(29)

Orientation Scenarios
In this section three cases will be described to analyze 

the energy behavior, with the different faces of the satellite 
receiving radiation and its incident angle changing in time. 
The first scenario is called free-orientation; as shown in Fig. 9a, 
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Parameter 1U value 3U value Units

Open-circuit voltage 5.334 16.00 V

Short-circuit current 0.506 0.506 A

Efficiency 28 28 %

Parameter Value Units

Nominal voltage 3.7 V

Capacity 1,000 mAh

Table 2. High-efficiency triple-junction solar cell parameters 
from Azur Space.

Table 3. Generic lithium-ion battery.

the satellite makes arbitrary rotations due to the effect of the 
gravitational gradient and assuming the absence of any attitude 
control system. This scenario allows all satellite faces to receive 
radiation. This scenario can be the reference case to perform 
an energy analysis with respect to the other scenarios.

The second scenario is called Sun-pointing, as shown in 
Fig. 9b. With an attitude control system assumed, the body 
reference frame is invariant with respect to the Earth’s reference 
frame. This scenario has as the initial condition the quaternion 
qi = [1 0 0 0]. Thus, only one 3U face labeled as X+ is receiving 
sunlight with maximum radiation during the entire simulation, 
whereas the other faces are not receiving sunlight.

The last scenario is called nadir-pointing, which is 
described in Fig. 9c. Nadir-pointing represents a case where 
X− face is always pointing to the center of the Earth. This 
scenario allows for the four faces exposed to sunlight to 
exhibit a sinusoidal behavior of radiation. In t = 0 with initial 
condition qi , the radiation in X+ has a maximum value, which 
will be reduced in function of the angular separation θ from 

the i vector. A position change increases the relative radiation 
over Z− toward its maximum in 90°. At this moment, X− face will 
receive radiation over a short time before and after the eclipse 
stage. As a result, after the non-radiation region, Z− face will 
receive sunlight during the rest of the orbit trajectory, and 
X+ returns to its initial position. 

In all cases, we estimate the quantity of energy harvested 
during the sunlight period by monitoring the state of charge from 
the battery model. Additionally, both the body frame and the 
inertial frame will be aligned for time t = 0 with initial condition 
qi , i.e. just one face of the CubeSat receives the maximum 
radiation in the first instant, and the other faces do not.

SIMULATION RESULTS

By using the mathematical models and the orbital environments 
described before, we estimate the incident solar energy according 
to the CubeSat attitude to quantify the power generated by the solar 
cells. The parameters of these cells are listed in Table 2, which presents 
the electrical values of a triple-junction solar cell, manufactured 
by the Azur Space Company (Azur Space 2009). In addition, we 
quantify the current that is absorbed or provided by the battery 
according with the loads. The parameters of a generic lithium-ion 
battery that were used for the estimation are listed in Table 3. All of 
the quantifications were performed for the three orientation scenarios 
previously described: free, solar fix and nadir orientation.

In Fig. 10a, the change in radiation magnitude is shown for the 
opposite faces (X+, X−). According to the radiation behavior, 
when one face receives energy, the opposite face does not. The 
same situation occurs for the remaining faces (Y+, Y− and 
Z+, Z−), as shown in Figs. 10b and 10c.

Concerning the other scenarios, in the Sun-pointing scenario, 
only one 3U face receives sunlight, which absorbs the maximum 
radiation (1,363 W/m2) during the entire sunlight stage and 
no radiation during the eclipse stage (Fig. 11). In the last scenario, 
nadir-pointing, four faces of the CubeSat are illuminated by 
solar radiation with a sinusoidal behavior, as shown in Fig. 12.

Using the solar radiation on the CubeSat faces, we calculated 
the orbit average energy for each scenario; likewise, we also 
calculated the orbit average power. These calculations, presented in  
Table 4, can be used to compare the solar energy harvested in the 
three scenarios. These results indicate that both the free-orientation 
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Figure 9. Orientation scenarios. (a) Free-orientation scenario; 
(b) Sun-pointing scenario; (c) Nadir-pointing scenario.

and the Sun-pointing scenarios are the most advantageous 
solutions with ~ 8.0 Wh of energy per orbit, whereas the nadir-
pointing scenario was the worst case, with ~ 5 Wh of energy 
generated from the solar cells.

Note that the first scenario generates power from all six 
faces in different orientations. Hence, it is possible to collect the 
energy from three faces at the same time and increase 
the energy generated. However, the satellite can harvest enough 
energy if just one 3U face is illuminated by sunlight during 
the sunlight stage (Sun-pointing), by which it reaches almost the 
same energy as the free-orientation scenario. In the last scenario, 
incident solar radiation is illuminating the four faces in different 
time intervals. Two of these intervals are on the 1U face, which 
causes reduced collection of energy with respect to the other 

(a)

(b)

(c)

^

Comparison of the Incident Solar Energy 
for the Three Orientation Scenarios

In the first scenario, the external torque allows the satellite 
to make aleatory rotations that enable sunlight to reach all faces. 

Figure 10. Radiation in free-orientation for: (a)  X+ and X− faces; 
(b) Y+ and Y− faces; (c) Z+ and Z− faces.
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Figure 11. Radiation harvested from Sun-pointing scenario.
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Figure 12. Radiation harvested from nadir-pointing scenario.

Scenario
1U 

faces
3U 

faces
Energy 
(Wh)

Power 
(W)

Free 
orientation Z+, Z− X+, X−, 

Y+, Y− 7.91 4.79

Solar fix — X+ 7.98 4.83

Nadir 
orientation Z+, Z− X+, X− 5.84 3.54

Table 4. Energy harvested from each orbital scenario.
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Figure 13. State of charge and voltage behavior for lithium-ion 
battery in free-orientation scenario.

Figure 14. State of charge and voltage behavior for lithium-ion 
battery in Sun-pointing (red line) and nadir-pointing (green line) 
orientations.
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Figure 15. Comparison of state of charge behavior and 
voltage curves for three scenarios in DET-1U topology.

scenarios. Therefore, it is important to have as many 3U faces as 
possible receiving solar radiation by avoiding the stages where 
the energy produced depends on the 1U faces.

Estimation of the Battery State of Charge 
Using the DET Architecture

To examine the energy storage according to the EPS 
architectures, the SOC behavior is shown for the DET architecture 
in two cases considered: first, six solar cells on a 3U face in 
parallel with three batteries (DET-3U) and second, two solar 
cells on a 1U face in parallel with one battery (DET-1U). In 
the DET-3U case, a constant current load corresponding to 
standby mode is studied as this is the best mode for battery 
charging, whereas, in the DET-1U case, no load is considered 
because this architecture is designed as a secondary or backup 
topology, as shown in Fig. 2, that would only deliver energy 
stored during an emergency mode which is not simulated. In 
the former case, the load is equivalent to the standby energy 
consumption; therefore, the number of orbits to complete full 
charge of battery can be determined when the studied CubeSat 
operates in low power mode. In the same way, the DET-1U 
case corresponds to the time required to charge completely one 
battery, which can be used as the backup system. The battery 
SOC and voltage are estimated for the three orientation scenarios 
studied with an initial charge of 50%. This initial condition is 
considered to observe either its increase or decrease for better 
visualization at the beginning of the simulation; furthermore, 
many storage tests indicated that the battery should be kept 
with depth of discharge of 50% for better capacity performance 
(McLaren et al. 2008).

For the DET-3U case in the free-orientation scenario, the 
SOC reached 99% after one orbital period (99.1 min) – Fig. 13a, 
i.e. almost the full-charge state is achieved in one orbit around 
the Earth. Moreover, during the entire orbital period, the 
battery is always in a charged stage, except during a short 
period that corresponds to the eclipse stage, where the satellite 
passes through Earth’s shadow. This result indicates that 
the free-orientation scenario can provide advantage of energy 
saving after the high consumption periods due to the operation 
of other subsystems such as VHF/UHF communication, 
S-Band communication and payload, which have high energy 
consumption that decreases the energy stored; so the free 
orientation recovers the SOC in the battery in a few orbits 
during standby mode. In addition, the battery voltage does 
not exhibit a significant variation, ranging between 11.6 and 

12.4 V, which is near the maximum power point of the solar 
cell (Fig. 13b).

For scenarios in Sun-pointing and nadir-pointing orientations, 
unlike free-orientation, there is a higher consumption in 
the standby mode due to ADCS operation. In Fig. 14a, it 
is observed that Sun-pointing orientation (red line) can 
retrieve 14% of the energy after one orbital period requiring 
around three and a half orbits for total charging. However, 
nadir-pointing scenario (green line) shows a disadvantage in 
the process of energy storing; in one orbital period, the SOC 
decreases 5% with respect to the initial condition because of 
the low incidence of radiation over the 3U sides; hence the 
battery will be discharged after around ten orbits. The same 
behavior can be seen in Fig. 14b; voltage level increases in 
Sun-pointing while it decreases in nadir-pointing, which is 
consistent with SOC results.

In the DET-1U case, two 1U faces are available to store 
the energy harvested into the lithium-ion battery. For each 
scenario, the SOC behavior and the voltage variation are 
shown in Fig. 15. According to these results, the nadir-pointing 

scenario achieves the best storage condition, with a SOC 
increase of approximately 30%, followed by free-orientation 
scenario, with a SOC increase of almost 25%. In these 
circumstances, the worst scenario is the Sun-pointing 
because the secondary 1U faces do not receive incident solar 
energy; the 1U vector normal to the faces is perpendicular 
to the solar vector.

In general, all results for DET-3U and DET-1U indicate 
that the satellite orientation has a direct influence in the 
SOC due to the number of sides exposed to radiation and 
the ADCS consumption. For example, in the free orientation, 
several 3U faces are probably receiving solar radiation and 
the ADCS is not required; thus the CubeSat will operate 
in a low consumption state. Meanwhile, in scenarios with 
ADCS, there are only few faces exposed to solar radiation. 
Sun-pointing can generate enough energy in DET-3U but 
none in DET-1U, making the backup topology useless. 
Conversely, nadir-pointing has a bad harvesting in DET-3U, 
but an excellent performance for DET-1U.

CONCLUSIONS

This paper described the approach used to estimate the 
behavior of the incident solar radiation in a 3U CubeSat using 
dynamic and kinematic equations to determine its attitude 
with respect to the solar vector. In addition, we calculated the 
energy harvested by the solar cells and the energy stored in 
lithium-ion batteries when the CubeSat operates in standby 
mode. Under these conditions, we considered a low Earth 
orbit and three orientation scenarios: nadir-pointing, Sun-pointing 
and free-orientation.

For each orientation scenario, we could estimate the 
incident solar radiation as a function of time, the orbit 
average power and the orbit average energy. According to 
these results, more radiation can be harvested by the solar 
cells in the free-orientation and Sun-pointing scenarios; 
however, the free-orientation scenario depends on the 
initial torque. The nadir-pointing scenario was the worst 
case because the incident solar radiation reaches only one 
1U side during some periods.

(a)

(b)
(b)
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In the DET-3U topology with constant consumption, the 
free-orientation scenario saves 49% more energy after one orbital 
period than the initial charge in standby mode without attitude 
control. The other two scenarios with attitude control in low 
power have a higher consumption and lower storage rate: the 
Sun-pointing scenario can store 14% more energy, whereas the 
nadir-pointing has a decrease of 5% in the stored energy, being 
the worst. For the DET-1U topology, the nadir-pointing has the 
highest energy storage, with a SOC of more than 30%, followed 

by the free-orientation scenario, with a SOC of almost 25%. For 
both scenarios, the storage occurs in one orbital period.

The Sun-pointing scenario cannot store energy because none 
of the 1U faces receive solar radiation.

In future research, we will expand our study to consider other 
orbital scenarios and other CubeSat orientations. In addition, 
the energy consumption over one operation sequence of the 
satellite will be considered to analyze the battery behavior and 
to evaluate the EPS design.
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Abstract: This article deals with the problem of Earth’s 
magnetic field sensors calibration in the context of low-cost 
nanosatellites’ navigation systems. The attitude of space 
vehicles can be determined from the state estimation using 
information from three-axis inertial and non-inertial sensors. 
This study considers a three-axis solid-state magnetometer. 
In the vehicle itself, the presence of ferrous materials and 
electronic devices creates disturbances, distorting the 
measured field. The sensor precision can be enhanced 
through calibration methods which calculate the systematic 
error. The objective here is to study and implement calibration 
combining a geometric method and the TWOSTEP algorithm. 
The methodology is based on numerical simulations, with the 
development of a database of the Earth’s magnetic field along 
the vehicle orbit, and experimental tests using a nanosatellite 
mockup, containing an embedded processor Arduino MEGA 
2560 platform and the magnetometer HMC5843. 

Keywords: Nanosatellites, Attitude, Navigation systems, 
Magnetometer calibration, TWOSTEP algorithm.

Experimental Magnetometer Calibration 
for Nanosatellites’ Navigation System
Jader de Amorim1, Luiz S. Martins-Filho1

INTRODUCTION

A crucial requisite for an artificial satellite is the control of its 
spatial orientation, generally called attitude. The attitude must 
be stabilized and controlled for various reasons, concerning 
the spacecraft operational functions, like the correct antenna 
pointing for the communication, the appropriate orientation 
related to the Sun for the thermal control, and many others. The 
tasks associated to the satellite mission also demand the accuracy 
in the orientation of sensors and other devices for a suitable 
performance. Several phenomena can cause inaccuracies on the 
space vehicle orbit and attitude. In order to have the spacecraft 
controlled, the attitude must be known through the various 
stages of its life cycle. From the launch to final service orbit, the 
space vehicle attitude should be determined (Pisacane 2005).

Attitude determination implies the measurement of 
any quantity sensitive to the attitude. One of the most used 
phenomena in the determination procedures is the Earth’s 
magnetic field. The local geomagnetic field vector is frequently 
one of the attitude information sources. A magnetometer 
measures the strength of a magnetic field in one, two or three 
directions. If Bk is the value of a magnetic field in the spacecraft 
body coordinate system, as determined from the magnetometer 
in the time tk, and Tkis the known value of the magnetic field in 
the inertial coordinates, then a simple model is (Pisacane 2005):
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where: Ak is the rotation matrix describing the attitude. 
Thus the measurement of the magnetic field provides a 

measurement of the attitude relative to inertial coordinates. 
The vector is generally given by a geomagnetic reference field 

(1)Bk = AkTk, k = 1, 2, 3,..., N



J. Aerosp. Technol. Manag., São José dos Campos, Vol.8, No 1, pp.103-112, Jan.-Mar., 2016 J. Aerosp. Technol. Manag., São José dos Campos, Vol.8, No 1, pp.103-112, Jan.-Mar., 2016

104 105
Amorim J, Martins-Filho LS Experimental Magnetometer Calibration for Nanosatellites’ Navigation System

will reproduce these disturbs by a bent and displaced ellipsoid. 
This calibration procedure is able to compensate these disturbs 
that are solidary with the satellite body and to allow the 
magnetometer to measure the external field. An example of 
graphical representation of measurements taken during 
tridimensional and planar rotations is shown in Fig. 1. In this 
case, the sensor measurement is clearly affected by internal 
disturbances. The ellipsoid can be described by: 

the parameters xsf, ysf, zsf, bx, by and bz. After these adjustments, 
the graphic representation of calibrated magnetometer data 
becomes a unitary sphere (Fig. 2).

model, which requires knowledge of the spacecraft position. 
The magnetometer does not measure the magnetic field in 
the body frame but in a frame fixed in the magnetometer. The 
measured magnetic field in the body frame is obtained from 
the measured field in the sensor frame according to:

(Caruso 2000) and TWOSTEP (Alonso and Shuster 2002), 
respectively for ground and in-flight procedures.

THE MAGNETOMETER CALIBRATION 
ALGORITHMS

The magnetometer determines the direction and the 
magnitude of the magnetic field with several operational 
advantages such as low weight, small power consumption, and 
no moving parts; therefore, it does not interfere with vehicle 
dynamics. The main problem of this instrument is the low 
accuracy of its measurements as a function of considerable 
errors from Earth’s magnetic field model. 

Besides, the accuracy of the magnetometer can be disrupted 
by a series of magnetic disturbances generated in the spacecraft. 
The TWOSTEP algorithm was developed to determine the bias, 
i.e. the measurement systematic error. Besides, the accuracy 
of the magnetometer can be disrupted by a series of magnetic 
disturbances generated in the spacecraft. The TWOSTEP 
algorithm was developed to determine the bias, i.e. the 
measurement systematic error. Some algorithms have been 
proposed to avoid this type of calculation. 

Geometrical Calibration Approach
The first approach for the magnetometer calibration is an 

extension of the method proposed in Caruso (2000) and is 
developed as an application note for the LSM303DLH sensor 
module (ST Microelectronics 2012). Considering a tridimensional 
space, the relation between the geomagnetic field (Hx, Hy, Hz) 
and the measurements vector (Bx, By, Bz) can be expressed as:

where: Smag k is the magnetometer alignment matrix, a proper 
orthogonal matrix that transforms representations from the 
magnetometer frame to the body frame. 

Moreover, measurement of the magnetic field alone is not 
sufficient to determine the attitude. Therefore the magnetic 
field measurement, although a vector, has only two degrees of 
freedom that are sensitive to the attitude (namely, the direction). 
Since we need three parameters to specify the attitude, one 
vector measurement is not enough. Other sensors, e.g. the 
Sun sensor, are used to complete the necessary information to 
determine the attitude.

In the literature, there are a number of studies around the 
subject of magnetometer calibration. For instance, Juang et al. 
(2012) deals with the problem of magnetometer data based on 
orbit determination and the sensor calibration. The proposed 
solution applies an unscented Kalman filter for estimation of 
satellite position and velocity. The results show the adequacy 
of the extension strategy of orbit determination algorithm to 
the problem of magnetometer calibration. In Inamori and 
Nakasuka (2012), in the context of a scientific nanosatellite 
mission, the magnetometer calibration algorithm is also based 
on the unscented Kalman filter. 

Three different algorithms are tested in terms of performance 
and computational costs in Crassidis et al. (2005): the TWOSTEP 
(Alonso and Shuster 2002), the extended Kalman filter, and the 
unscented Kalman filter. The study presented in Vasconcelos 
et al. (2011) formulates a maximum likelihood estimator to an 
optimal parameter calibration without using external attitude 
references. The proposed calibration procedure corresponds 
to an estimation of rotation, scaling and translation transformation 
and represents an interesting tridimensional refinement of the 
geometric method proposed in Caruso (2000). 

The purpose of our study is to implement and evaluate 
two procedures in a quite simple and low-cost experimental 
setup. One dedicated to ground calibration and the other, 
to in-flight calibration. The adopted strategies, based on the 
precedent studies discussed above, are the geometric method 

where: Mm is the misalignment matrix (between magnetic 
field and sensor frame axes); xsf, ysf and zsf are the scale factors; 
bx, by and bz are the systematic errors due to strong magnetic 
disturbances (bias); and Msi is a matrix that represents the weak 
magnetic distortion.

The calibration procedure can be done by data acquisition 
during rotations around the three axes (X, Y, Z) or randomly 
combined rotations (ST Microelectronics 2012). In the case of 
presence of strong or weak magnetic distortions, the measurement 

ˆˆˆ

where x0, y0 and z0 are offsets of bx, by and bz caused by the 
strong magnetic distortion; x, y and z are the measurements 
(Bx, By, Bz); a1, a2 and a3 are the lengths of ellipsoid semi axes; 
a4, a5 and a6 represent the effects of cruised axes measurements, 
responsible for the ellipsoid inclination; and R is a geomagnetic 
field constant.

Figure 1. The geomagnetic field measure before sensor 
calibration (mG) (Alonso and Shuster 2003).

Figure 2. The geomagnetic field measure after sensor 
calibration (mG) (Alonso and Shuster 2003).

When the weak magnetic distortion is negligible, the ellipsoid 
is not bent and Msi is an identity matrix. Consequently, Eq. 4 
can be simplified as follows: 

And the least square method provides the adjustment of the 
magnetometer data to the equation of an ellipsoid by determining 

Equation 5 can be rewritten as: 

Consequently, the non-calibrated magnetometer data 
(Bx, By, Bz) can be combined into a matrix N × 6 dimentional, 
T, where N is the number of measurements (N ≠ 0 and N ∈ N). 
Then, Eq. 6 becomes:

The parameter vector U can be determined using least 
squares method (ST Microelectronics 2012):

Then,

(2)

(3)

(4)

(5)

(6)

(7)

(8)

(9)

[ ]
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where: U(i), i= 1, ..., 6, are the components of U. Taking 
the differences,

process. Through this mathematical operation, the highest 
order term of the cost function can be eliminated, finding a 
simplified mathematical model (Alonso and Shuster 2002). A 
more complete mathematical model of the magnetic field vector 
measurement is given by (Kim and Bang 2007):

Therefore:

2.From the centered estimate, b*, calculate Fbb and Fbb through 
the above equations and the following equation:

Equation 5 becomes:

Finally, the scale factors for calibration can be computed:

The TWOSTEP Algorithm
A method to estimate the magnetometer systematic error 

without the knowledge of the ship attitude is the verification 
scale, which minimizes the differences of the squares of the 
magnitudes from measured and modeled magnetic fields. The 
scalar verification is based on the principle that parameters, 
such as the magnitude of a vector, do not depend on the 
coordinate system. However, the disadvantage of this approach 
is that the resulting cost function to be minimized is an 
equation of the fourth degree with respect to the bias vector. 

Some algorithms have been proposed to avoid this type of 
calculation. The TWOSTEP algorithm is an improvement 
of these methods, by discarding less data during the centering 

where: b is the magnetometer measurement systematic error 
(bias); εk is the measurement noise considered, for simplicity, 
white and Gaussian, whose covariance matrix is Σk.

Minimization of Measurement Systematic Error 
For the scalar verification, the equations are defined as 

follows (Kim and Bang 2007):

where: zk is defined as actual measurement and vk is defined 
as the effective noise measurement.  

The negative log-likelihood function of magnetometer bias 
vector is given by Alonso and Shuster (2003):

where: μvk is the mean and σvk
2 is the variance of the effective 

measurement noise, considered as Gaussian for simplicity; 
zkʹ is the real value of zk.

where: tr(Σk) is the trace of matrices function.

The Centering Operation
By means of a mathematical operation called centering, the 

term of highest order can be removed. Therefore, the following 
weighted averages are defined (Alonso and Shuster 2002):

The following centered quantities are defined:

That implies in (Alonso and Shuster 2002):

The Procedure of the TWOSTEP Algorithm 
The TWOSTEP algorithm, as the name implies, consists 

of two steps. In the first step, the centered magnetometer 
systematic error estimate is calculated, as well as its covariance 
matrix. The need of an additional correction step due to the 
discarded central term is measured by a direct comparison of 
the centered and central Fisher information matrices. In the 
step two, the obtained centered bias vector value is used as an 
initial estimate. The TWOSTEP algorithm can be described by 
Alonso and Shuster (2003):

Step one

1. Calculate the centered estimate of the magnetometer 
systematic error, b*, and the covariance matrix, Pbb, using data 
from the centered quantities and the equations:

where: Fbb and Fbb are the Fisher information matrices.
If the diagonal elements of Fbb are sufficiently smaller than  

the diagonal elements of Fbb ([Fbb]mm < C [Fbb]mm, m = 1,2,3), 
the calculation of the magnetic field systematic error vector can 
be terminated at that point, and b* can be accepted as the best 
estimated value. The covariance matrix of the estimated error will 
be the inverse of Fbb.

Step two

1. If the inequality from the previous step is not true, use the 
centered value b* as an initial estimate. The correction due to 
the central term is computed using the Gauss-Newton method:

The Fisher information matrix (Fbb) is given by the equation:

where the gradient vector g(b) is given by:

2. The previous step is repeated until ηii is less than a 
predetermined value, where:

In this study, the adopted stopping criterion is ηi ≤ 10–5.

THE EXPERIMENTAL SETUP

The experimental implementation and tests were based on 
a CubeSat mockup equipped with a processor device Arduino 
MEGA 2560 (Arduino 2005) and a solid state magnetometer 
HMC5843 (Honeywell 2009). This mockup was built to perform 
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Table 1. Results of calibration process by geometric method.

bx = –115.876 mG xsf = 0.935
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Figure 6. The graphics of Hx, Hy and Hz measurements of 
the sensor HMC5843 after calibration using 3-D geometric 
method.

experimental simulations of attitude movements and embedded 
calibration procedures.

The Arduino platform is a development device based on a 
single microcontroller conceived to make accessible the use of 
electronic embedded system. The platform consists of an open 
hardware equipped with an AVR Atmel ATmega2560 processor, 
memories, clock and with a number of convenient digital and 
analog I/O gates. The software comprises a standard programming 
language compiler (Wiring, a simplified C++), a bootloader 
executed by the processor itself, and an IDE environment.

The Satellite Mockup
The experimental tests used a CubeSat mockup built to 

provide three-axis movements (X, Y and Z axis of the body 
coordinates frame). The CubeSat body is composed of transparent 
acrylic polyethylene plates, a system of bearings, and supports 
for the Arduino platform and for the magnetometer HMC5843. 
Figure 3 shows the CubeSat mockup.

Figure 3. The CubeSat mockup for experimental tests of 
magnetometer calibration.
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Satellite Maneuvers for Magnetic Data 
Acquisition

The tests of magnetometer calibration use single mockup 
rotations around the three axes of the body coordinates frame 
(X, Y, Z), as can be seen in Fig. 4. The rotations are manually 

Figure 4. Two maneuvers of the CubeSat mockup for 
magnetometer data acquisition: rotation around one axis 
and aleatory motion.

performed, without strict control of rapidity or duration 
of the motion, because these parameters are not important 
in the calibration tests. The calibration can also be done using 
aleatory motion combining rotations around all axes (Fig. 4).

TESTS RESULTS
Tests of the Geometric Calibration 
Approach

The geometric method is applied for experimental 
tridimensional calibration of the magnetometer HMC5843. 
The experimental procedure consists of rotation of the satellite 
mockup around the three axes of magnetometer frame. The first 
rotation is around the Z axis, the second  one, around Y axis, 
and the last rotation, around X axis. The resulting magnetic 
field measurements are shown in Fig. 5.

The results of parameters calculation for the calibration 
are shown in Table 1.

Figure 5. The measurements of Bx, By and Bz during the 
rotation maneuvers by using the sensor HMC5843.

Figure 6 shows the graphics of Hx, Hy and Hz measurements, 
obtained by the magnetometer HMC5843, calibrated by the 
geometric method applied to three-dimensions problem.

In the first step of TWOSTEP algorithm, the results are:

Tests of the TWOSTEP Algorithm
The first tests using TWOSTEP calibration algorithm 

comprehended numerical simulations using a CubeSat flying in 
typical orbit, with stabilized attitude keeping the X axis pointed 
to the Sun, and considering a simulated noise disturbing the 
magnetometer HMC5843 of magnitude σ0 = 2.8 mG per axis. 
The resulting simulated geomagnetic field is shown in Fig. 7.
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Figure 7. Simulated measurements of the geomagnetic field 
for the magnetometer calibration procedure, with X axis of 
satellite pointed to the Sun.

The centralized Fisher information matrix is then obtained:

And the Fisher information matrix for the central value 
correction is given by:

The resulting factor is c = 2.604. In this case, where the 
satellite is stabilized, the error vector components are less 
observable. Consequently, the estimation of the systematic 
error obtained in the second step of the algorithm (see details 
of the iterations in Table 2) is:

A second case for numerical simulation of the calibration 

^ ^ ^

(36)

(37)

(38)

(39)

^ ^ ^
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Iteration bix biy biz

0 −115.998 −35.452 15.330
1 −117.506 −37.172 7.442
2 −117.458 −37.262 7.198
3 −117.453 −37.268 7.185
4 −117.452 −37.268 7.184

Table 4. Results of the second step of the algorithm.

procedure considers the same noise disturbing the magnetometer 
HMC5843, i.e. the magnitude   per axis. But now the satellite 
keeps the Z axis pointed to the center of the Earth. The resulting 
simulated geomagnetic field is shown in Fig. 8.

Figure 8. Simulated measurements of the geomagnetic field 
for the magnetometer calibration procedure, with Z axis of 
satellite pointed to the center of the Earth.

Table 2. Results of iterations of the second step of the 
algorithm (σ

0
 = 2.8 mG , satellite stabilized, axis X pointing 

to the Sun).

Iteration bix biy biz

0 −16.966 −36.478 12.007

1 −17.361 −36.809 11.997

2 −17.361 −36.809 11.997
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In the first step of TWOSTEP algorithm, the results are:

One can remark that σv0
2 is bigger than the precedent case. 

The vector b tends to be more distant from the magnitude of 
the geomagnetic field vector.  

The centralized Fisher information matrix is then obtained: 

And the Fisher information matrix for the central value 
correction is given by:

In this case, the resulting factor is c = 18.527. Again, with 
the satellite body stabilized, the error vector components are 
weakly observable. The estimation of the systematic error 
obtained in the second step of the algorithm (see details of the 
iterations in Table 3) is:

Iteration bix biy biz

0 −15.763 −37.764 11.679

1 −16.790 −37.189 11.882

2 −16.787 −37.189 11.881

Table 3. Results of the second step of the algorithm 
(σ

0
 = 2.8 mG, satellite stabilized, axis Y pointing to the 

center of the Earth).

The experimental magnetometer calibration was performed 
using the algorithm TWOSTEP embedded in the satellite mockup. 
The main supposition for the tests is that the geomagnetic field is 
constant for a fixed point and for a short time period. This is not 
the case for a satellite orbiting the Earth at a high displacement 
speed. Meanwhile, the main purpose of these tests is to verify the 
performance of the calibration algorithm to filter noises in the 
magnetic field measurement. The results shown in Fig. 9 are related 
to data acquisition during aleatory maneuvers as illustrated in Fig. 4. 

Considering the calculations of the first step of TWOSTEP 
algorithm, the results are: 

Figure 9. Earth magnetic field measurements by the 
magnetometer embedded in the CubeSat mockup.

For the centralized value correction, the Fisher matrix is 
calculated:

In this case, the proportion factor is c = 0.696. It means that 
the second step of the calibration algorithm must continue. The 
estimation of systematic error with the centralized correction 
calculated after four iterations (the details of the iterations 
results are shown in Table 4) of the second step is:

use of noisy data measured by magnetometer HMC5843 made 
the central values obtained in step two stay slightly outside the 
expected range. This leads to the need for investing in better 
magnetometers in order to improve the accuracy of the results.

As shown by simulations, the TWOSTEP algorithm works 
well in all phases of spaceship operation, especially in the 
case of artificial satellites, from the orbit injection phase, with 
the spacecraft spinning, to the moment when the ship has 
its attitude completely stabilized (with the Z axis, simulating 
the load direction, pointing to the Earth). The systematic 
error vector (bias) components are more observable when 
the Earth’s magnetic field vector is changing regularly. 
Therefore, the best time to measure the systematic error is 
immediately after the orbit injection when the satellite is still 
spinning. In the tests, the worst time is when the satellite is 
fully stabilized, with its Z axis pointing to the Earth, when 
the components vary slightly.

The simulations also show that, for a spaceship in a 
geostationary orbit, with the attitude stabilized, the TWOSTEP 
algorithm will not converge. The estimate of the systematic 
error of the measured value tends to the magnetic field vector 
in this particular case.

CONCLUSION

This project presented a review and an experimental 
implementation of methods for magnetic field sensor calibration 
in the context of an embedded device for applications in 
vehicle navigation systems like artificial satellites. The Arduino 
MEGA 2560 was perfectly capable of performing the most 
complex mathematical calculations required by the geometric 
method. This method requires absolute attitude control during 
calibration. It also applies most commonly to small devices and 
vehicles. It is not ruled out, however, the need to recalibrate 
the magnetometer during the mission, using other methods. 
The test results showed that TWOSTEP algorithm is fast and 
robust in the calculation of the bias magnetic field vector. 
This method, despite the simplicity of the equations, requires 
accumulation of data to calculate some parameters preliminarily. 
Therefore, the primary bias was estimated from the first batch 
of magnetometer measurements.

Comparing these two implemented methods of calibration, 
it can be seen that all are fast and reach the desired results, 
with comparable estimates. However, the navigation system, 

(40)

(44)

(41)

(45)

(42)

(46)

(47)

(43)

The Fisher information matrix is then obtained:

In general, it appears that the use of a noisy magnetometer 
makes the results show less precisely in relation to those obtained 
by Alonso and Shuster (2002). In the case where the satellite 
is stabilized, with Z axis pointing to the Earth, it can be noted 
that the measurements of the Y axis of the magnetic field vector 
are hardly observable, even after the application of step two. 
This can be seen in Fig. 8, where there is little variation in the 
measured values.

In cases where the satellite is spinning at 15.1 rpm (X axis 
pointing to the Sun) or it is inertially stabilized (X axis pointing 
to the Sun) or it is stabilized (Z axis pointing to the Earth), the 
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the mission, and especially the device or vehicle will determine 
which magnetometer calibration method is the most applicable 
in each case, including the possibility of using a combination 
of methods.
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